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Abstract - This trend is expected to continue growing in 
popularity. When it comes to making specific choices, the 
public and the stakeholders might benefit from hearing the 
thoughts of the people. The process of retrieving information 
via the use of search engines, online blogs, micro-blogs, 
Twitter, and social networks is referred to as opinion mining. 
The user-generated material on Twitter provides a wealth of 
opportunities to collect the perspectives of people. It is 
challenging to physically delineate the information due to the 
enormous volume of tweets, which are in the form of 
unstructured text. Therefore, to mine and condense the tweets 
from the corpora, one has to be knowledgeable in 
computational techniques and have an understanding of 
phrases that convey emotions. The extraction of emotion from 
unstructured text may be accomplished by the use of a wide 
variety of computer models, methodologies, and algorithms. 
The vast majority of them are based on machine-learning 
strategies, with the Bag-of-Words (BoW) representation 
serving as the primary foundation. In this investigation, we 
used a lexicon-based technique to automatically identify 
sentiment for tweets that were gathered from the public 
domain of Twitter. 
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1. INTRODUCTION 

In addition to this, an increasing number of people are 
turning to the internet to make it possible for people living in 
other countries to have access to their point of view. 
According to the findings of two surveys that were 
conducted on more than 2000 adults in the United States, 
each eighty percent of Internet users (or sixty percent of 
Americans) have conducted research on a product online at 
least once, and twenty percent (fifteen percent of 
Americans) prefer it on a specific day. These statistics were 
derived from the findings of two surveys that were carried 
out in the United States. The polls were conducted in the 
United States by two different organizations that are 
independent of one another. The United States of America 
served as the location for all of the polling and interviewing 
that took place. 

On the other hand, researchers working in the sector found 
the fact that around eighty thousand new blogs and two 
million new articles are generated every single day. Because 
of the widespread use of the internet and the continually 
shifting behaviors of customers, many of the conventional 
techniques of monitoring are becoming more useless. As a 
direct result of this, there is a desire for cutting-edge 
technology that is associated with product photographs for 
quality control. Therefore, in addition to individuals, a 
separate audience group for systems that can automatically 
analyze consumer sentiment, such as is described in no small 
part in online forums, are businesses that are eager to 
comprehend how their products and services are being 
perceived by customers in the market. 

1.1. Principle of Sentiment Analysis 

The source of the opinion, the target of the view, and the 
evaluative remarks or comments made by the opinion holder 
are the primary components that make up a SA problem. 
These components are not listed in any particular sequence. 
According to Liu [6,] the definition of a SA problem is as 
follows: "Given a set of evaluative text documents D that 
contain opinions (or sentiments) about an object, Sentiment 
Analysis aims to extract attributes and components of the 
object that have been commented on in each document d € D 
and to figure out whether the comments are positive, 
negative, or neutral." 

1.2. Tracking down the Origins of Opinions 

The person or medium that is responsible for the 
transmission of a feeling is considered to be the feeling's 
"carrier." The genesis of a feeling is the person or medium 
that is responsible for its transmission. The genesis of a 
feeling is of the utmost importance when it comes to 
validating and categorizing that feeling since it gives context 
to the emotion in the issue. This is because the origin of a 
position has a significant impact, both positive and negative, 
on the credibility and dependability of that viewpoint. This is 
because the origin of a perspective has a major impact on the 
quality of a feeling, which is expressed by that viewpoint. For 
instance, the weight of an expert's perspective may be 
compared to the weight of the opinion of the average person, 
and an opinion is considered to be credible when it is 
received from a respectable source. 
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2. COLLECTION AND PREPROCESSING OF DATA 

The rapid development of communication and information 
technology has resulted in the emergence of an entirely new 
set of challenges, which has greatly increased the level of 
difficulty associated with the process of information 
dissemination. One cannot resist emphasizing the relevance 
of social networks such as Facebook, Twitter, and MySpace 
while discussing the regulations that regulate the 
transmission of information and the collection of business 
intelligence. Examples of such networks are Facebook, 
Twitter, and MySpace. Tweets from Twitter were used to 
ensure that the behavior that was the subject of the study 
could be maintained. Twitter is unique among social 
networking sites in that each message may be no longer than 
140 characters. This character limit sets Twitter apart from 
other social networking services. Despite this limitation, the 
information that is included in tweets is of immense value 
since it is feasible to extract a significant amount of data 
from such a restricted amount of space. Additionally, the 
images, videos, and transcripts of the presentations may all 
be seen together in one location, making it feasible to 
comprehend the whole narrative in a single sitting. The ease 
of access to the data is yet another crucial factor to take into 
account while making this decision. In the past, we were only 
able to put our model through its paces using a training set 
consisting of hundreds of objects. However, now that we 
have access to the Twitter API, we can gather millions of 
tweets to utilize as data for training our model. In the past, 
we were only able to put our model through its paces using a 
training set that had hundreds of different objects. 

2.1. The Twitter API 

When using the Twitter platform, users have access to two 
different kinds of application programming interfaces (APIs). 
These APIs are referred to as REST and Streaming 
respectively. In addition, the REST API is comprised of two 
more APIs, namely the REST API and the Search API (whose 
difference is due to their history of upgradation). The 
Streaming API, in contrast, to REST APIs, keeps an active 
connection to the server at all times and transfers data in a 
manner that is quite close to being in real-time. This 
differentiates it from REST APIs in a significant way. On the 
other hand, connections to REST APIs will only be permitted 
if they are active for a certain period and adhere to specified 
rate limitations (one can download a restricted amount of 
data per day). Users can access the data that Twitter has to 
offer at any time of the day or night thanks to the REST APIs. 

2.2. From Twitter using Third Party API (Twython) 

It is essential to collect only tweets that are specifically about 
that product or movie given that the purpose of the thesis is 
to determine the sentiment (positive, negative, or neutral) of 
tweets about a specific product or a movie, and it is the 
purpose of the thesis to determine whether tweets about the 

product or movie are positive, negative, or neutral. This is 
because the objective of the thesis is to analyze the 
sentiments expressed in tweets that are related to the 
product or movie in question. This is a result of the fact that 
the purpose of the thesis is to analyze the feelings that are 
expressed in tweets that are relevant to the product or 
movie that is under discussion. Having said that, putting this 
idea into effect won't be an easy task by any stretch of the 
imagination. It would seem that no method can be employed 
to use to collect all of the tweets that have been made about 
a certain subject that has been discussed. 

 

Figure 1: Twitter data snapshot using a third-party 
API 

 

Figure 2: A snapshot of tweet volume relative to the 
period for "rage" 
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Figure 3: An overview of the number of tweets related 
to the hashtag "sad" 

2.3. PREPROCESSING OF DATA 

Preprocessing, which is an essential phase, is required to get 
rid of data that is either incomplete, noisy, or inconsistent. 
This is because preprocessing is a crucial step. This is 
necessary due to the need for preprocessing. Before using 
any of the data mining capabilities, it is necessary to do 
preprocessing in its entirety. This need must be satisfied. 
Before using any of the many methods that are available to 
us for doing sentiment analysis, we first carried out the 
preprocessing stage, which will be discussed in more depth 
in the following paragraphs (lexicon-based or machine 
learning). 

2.3.1. Removal of the hash symbol 

There is a certain label that goes by the name of a hashtag, 
and you can find it on social networking sites as well as other 
kinds of microblogging services. This form of label is used to 
categorize posts. Users are now in a position to identify 
messages that involve a certain topic matter or content in a 
far more expedient manner than was before feasible as a 
direct result of these labels. This advancement was 
previously impossible. For example, if you do a search using 
the hashtag #LOST (or #Lost or #lost as the search is not 
case-sensitive), we will get a list of tweets that are related to 
the hashtag #lost. These tweets will include references to 
#LOST. 

3. LEXICON-BASED APPROACH IN SENTIMENT 
ANALYSIS 

The use of terms that are thought to be indicative of either a 
positive or negative bias is taken into consideration to 
achieve the detection of subjectivity and the categorization 
of attitudes. This is done to accomplish both of these goals. 

The way of thinking that drives this technique is dependent 
on the idea that the meanings attributed to words may be 
understood in terms of the substance of views. This thesis 
serves as the foundation for this line of thought. The corpus 
of academic work that has been done in this field has 
documented the deployment of several beneficial techniques 
that are based on this strategy. These approaches have been 
successful in achieving their goals. For instance, Turney and 
colleagues [13] provide a method for the identification of 
subjectivity that is based on the use of a list of seed words 
that is determined by the proximity measure to other 
common phrases. 

3.1. SentiWordNet 

SentiWordNet is a lexical resource that was developed to aid 
with activities requiring opinion mining and sentiment 
analysis [14]. Its purpose was to help with these types of 
tasks. Its only objective was to assist in the aforementioned 
endeavors. An approach that is only semi-automatic is used 
to generate SentiWordNet's term-level opinion polarity, 
which is provided to users. The WordNet database, which 
contains English words and their relationships, is the source 
of the information that was utilized to generate this polarity. 

3.2. WordNet 

WordNet is a lexical database for the English language that 
was developed at Princeton University to realize the nature 
of semantic relations of terms in the English language. 
WordNet was developed as a lexical database for the English 
language because of the purpose of realizing these relations. 
Realizing the importance of these connections was the 
driving force for the creation of WordNet, a lexical database 
for the English language. The dawning understanding of the 
significance of these associations served as the impetus for 
the development of WordNet, a lexical database designed 
specifically for the English language. 

3.3. Tagging of Speech Elements 

The display of the information that can be accessed on 
SentiWordNet is in the hands of the POS, which is 
responsible for its proper organization. there are significant 
shifts that can take place in the amount of objectivity that a 
synset may reflect depending on the grammatical function 
that it plays. This can be seen as a direct result of the fact 
that there is a direct result of this. When classifying a source 
text, we need to extract the information on the parts of 
speech so that we may correctly apply the scores that we 
have acquired from the SentiWordNet database. This is 
required so that we can properly categorize the source text. 

3.4. PROPOSED MODEL 

In the last section of this chapter, the organization of the 
SentiWordNet database was dissected in great detail, and 
questions were raised about the challenges and constraints 
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that are involved with the process of accumulating the 
required amount of opinion data. By making use of 
SentiWordNet, we were able to devise a model for the 
organization of features that have the potential to be used in 
the course of sentiment analysis. This is the location where 
you may find the model. The building of this model was 
accomplished while keeping all of these different issues in 
mind at the same time. However, the methodology for a list 
of features suggested in this section begins from the rule that 
the features obtained through SentiWordNet catch different 
aspects of tweet sentiment and are best suited to train any 
classifier algorithm. This rule serves as the foundation for 
the methodology for a list of features suggested in this 
section. The technique for a list of characteristics that are 
recommended in this part is built on top of this rule, which 
acts as the basis. 

 

Figure 4: lexical snapshot produced from the tweet 
corpus 

 

 

Figure 5: some quotes from a review of a film 

4. INTERVENTIONAL SETUP 

Figure 6 illustrates the component of our system that we 
have judged to be of the highest relevance, so go ahead and 
have a look at it. As we go ahead, we are going to discuss this 
issue in a more in-depth manner, focusing more on the 
details. To successfully carry out the implementation, we 
have taken use of our data collection, which is made up of 
6000 tweets that have been sorted by hand into several 
categories. The compilation of tweets includes talks about 
businesses and services like Apple, Google, Microsoft, and 
Twitter, among others. Positive, negative, neutral, and 
irrelevant are the four classifications that may be applied to 
tweets. Tweets are considered to be unimportant if they are 
written in a language other than English or if there is no 
relationship between the tweet and the issue that is the 
focus of the conversation that is taking place right now. 
Throughout our investigation, we have placed the majority 
of our emphasis on three distinct categories: the positive, the 
negative, and the neutral. 

 
Figure 6: The experiment's intended block diagram  
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5. RESULT AND DISCUSSION 

We investigate a wide range of different factors, each of 
which is known to have a significant impact on the findings 
of sentiment analysis. We made use of N-gram features such 
as unigrams (n = 1) and bigrams (n = 2), which are used 
often in a variety of text classifications including sentiment 
analysis. Specifically, we employed unigrams with n = 1 and 
bigrams with n = 2. We have focused specifically on 
unigrams and bigrams in our work. During our inquiry, we 
experimented with boolean qualities by using both unigrams 
and bigrams in our work. This allowed us to examine the 
relationship between the two. Each n-gram feature has a 
boolean value associated with it, which may be turned on or 
off according to the user's preferences. This value is only 
made to be true under the very precise condition that the 
required n-gram can be located in the tweet [12], which is a 
criterion that must be met. 

Table 1: F1 rating for the MNB classifier 

S.No Class 
label 

Precision(%) Recall(%) F1 
score(%) 

1 Positive 65.25% 20.51% 31.21% 

2 Negative 77.41% 16.05% 27.20% 

3 Neutral 80.48% 61.82% 69.93% 

 

Figure 7: ROC curve for the MNB tweet classifier 

The findings of our research indicate that the F1 score for 
the positive class and the negative class is much lower than 
the score for the neutral class. On the other hand, the score 
for the class that was seen as neutral was substantially 

higher. This is because the great majority of the tweets that 
were included in our data collection were manually 
categorized as terms that were either irrelevant or neutral. 
This is the reason why this is the case. The reasoning for why 
things are the way they are may be summed up as follows: 
As a direct result of this, to use any of the machine learning 
methods, we will need a training data set that is free from 
any kind of bias and does not call for any kind of human 
annotation. This will be necessary for us to be able to use any 
of the machine learning methods. 

5.1. EMOTION DATASET 

Hashtags are often used by people as a means of 
communicating the thoughts and feelings that are currently 
going on inside their minds. As a consequence of this, one 
may be able to deduce a sufficient number of ideas and 
feelings from the utterances that include the hashtag. To 
provide our machine learning algorithm with more data, we 
have upgraded it to take into consideration these hashtags. 
This will allow it to process more information. 

 

Figure 8: Picture of the emotion dataset 

6. CONCLUSION 

This research is academic in the field of sentiment analysis; it 
focuses on the application of lexical resources and machine 
learning algorithms to the problem of classifying the 
emotional tone of tweets and text messages, two examples of 
unstructured data sources. Due to the abundance of 
subjective information accessible online, applications of 
Sentiment Analysis, which uses an automated approach to 
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detect subjective content in a text, may be valuable in many 
sectors, including online advertising and market research. In 
the realm of knowledge management, this kind of opinion 
data is a crucial criterion since it is often the determining 
factor in major decisions. The reason we're doing this study 
is to learn more about the difficulties of Sentiment Analysis 
and the many approaches that have been developed to deal 
with them. Given the volume and variety of social media 
data, extracting its underlying sentiment might be 
challenging. Researching which elements are most useful for 
Sentiment Analysis, we picked tweets from the public stream 
and analyzed them. We have tried lexicon-based methods as 
well as machine-learning techniques for SA.  
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