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Abstract – Entertainment Content recommendation 

systems are important for several reasons. 

 
First, they can help users discover new movies that they 
may not have otherwise found. With so many movies 
available to watch, it can be overwhelming for users to sift 
through all of the options and find something that they 
will enjoy. A recommendation system can narrow down 
the choices and present the user with a curated selection 
of movies that are tailored to their personal preferences. 

 
Finally, recommendation systems can improve the 
efficiency of finding movies to watch. Instead of spending 
a lot of time searching through various movie platforms or 
scrolling through long lists of movies, a recommendation 
system can present the user with a short list of options 
that are likely to be relevant and interesting to them. 
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1. INTRODUCTION 

 
In recent years, there has been a proliferation of movie 
streaming platforms and other online sources of video 
content. As a result, consumers have access to a vast and 
ever-growing selection of movies and TV shows to watch. 
However, with so much choice, it can be challenging for 
users to find movies that they will enjoy and that fit their 
personal preferences. 

 

There has been significant research on the development 
and evaluation of movie recommendation systems in 
recent years. Researchers have explored various methods 
for collecting and analyzing user data, as well as different 
approaches for making recommendations. In this paper, 
we will review the state of the art in movie 
recommendation systems and discuss the challenges and 
opportunities that exist in this field. Despite the progress 
that has been made in this field, there are still many 
challenges and opportunities for future research. For 
example, one key challenge is to effectively handle the 
"cold start" problem, where the system must make 
recommendations for a new user with little or no 

previous data. Another challenge is to improve the 
diversity and novelty of recommendations, while still 
ensuring that they are relevant and personalized. Finally, 
researchers are also exploring ways to incorporate 
additional sources of data, such as social media, to enhance 
the performance of movie recommendation systems. 

 

2. RELATED WORK 
 

There are two main types of recommender systems: 

collaborative filtering and content-based filtering. 

Collaborative filtering relies on user-related information, 

preferences, and interactions to identify similarities 

between users and recommend movies that similar users 

have enjoyed. There are two subtypes of collaborative 

filtering: model-based and memory-based algorithms. 

Memory-based methods do not have a training phase and 

use measures like Pearson correlation coefficient and 

Cosine similarity to identify similar users. Model-based 

methods, on the other hand, try to predict user ratings of a 

movie using estimated models. Collaborative filtering 

methods can be computationally intensive and may not 

perform well with sparse data. They also assume that 

users with similar tastes will rate movies similarly, which 

may not always be the case. Content-based methods, on 

the other hand, use information about the content of 

movies, such as audio and visual features or textual 

metadata, to find similarities among movies and 

recommend those that are similar to ones that the user has 

accessed or searched for. These methods do not 

incorporate user behavior in their recommendations. In 

this paper, we will be exploring the latter approach. 
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3. LITERATURE REVIEW 

 
Nessel stated in the movie oracle that working with 
examples is an essential part of human interaction and 
tried to provide a movie recommendation engine based on 
this behavior. Which of course requires considerably 
more computing power, as the compared bodies of text 
are much larger, but the algorithms are essentially the 
same [3].In a content-based movie recommendation 
system, the proposed algorithm uses textual metadata of 
the movies like plot, cast, genre, release year and other 
production information to  analyze  them  and  recommend
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4. TECHNIQUES USED IN METHODOLOGY 

 
The proposed solution aims to enhance the scalability and 

effectiveness of the movie recommendation system. To 

efficiently and quickly compute the similarity between 

movies in the dataset and reduce the computation time of 

the movie recommendation engine, we employed the 

cosine similarity measure. To determine whether a review 

is positive or negative, we utilized the Naive Bayes 

classifier for sentiment analysis. 

Fig -1: Architecture of the Movie Recommendation System 

 

the  most  similar  ones  [2].The  paper  also  analyzes 
application  similarity  measure  for  recommendations 
forecasting  in  recommendations  systems.  It  is  shown 
that used method for computing similarity measure in 
recommendations systems are cosine similarity measure
 and  Pearson  correlation  coefficient  [1].  As  the 
characteristics of movie recommendation go by, the user 
watching  history  is  very  important,  so  we  add 
content-based  recommendation  approach.  Typically, 
people  have  a  tendency  to  think  that  positive  reviews 
have a positive effect and negative reviews have negative 
impact. Sentiment analysis will assist us to improve 
the  accuracy  of  recommendation  results.  Also,  as  we 
explained  in  our  experimental  results,  it  is  necessary  to 
make  use  of  distributed  system  to  solve  the  scalability 
and timeliness of recommender system [5]. 

A. Content-based Filtering 
 

A content-based movie recommendation system utilizes 
user-provided data, such as ratings, feedback, and 
reviews, to generate a user profile, which is then used to 
make recommendations. As the user interacts more with 
the recommendation system, the engine becomes more 
precise and reliable. The Term Frequency (TF) and 
Inverse Document Frequency (IDF) techniques are 
utilized to retrieve and analyze information, such as 
movie and article titles. These techniques are used to 
assess the relative importance  of  different  terms.

• Terms Representation 

• Terms Allocation 

• Learning Algorithm Selection 

• Provide Recommendations 

B. Term Frequency (TF) and Inverse Document 

Frequency (IDF) 

TF, or term frequency, refers to the number of times a 
specific word appears in a document. IDF, or inverse 
document frequency, is the reciprocal of the document 
frequency in a collection of documents. Together, TF-IDF, or 
term frequency-inverse document frequency, is a statistical 
measure that assesses the relevance of a word to a 
document within a larger collection of documents. It is often 
used in natural language processing (NLP) and machine 
learning algorithms for text analysis and to score words. In 
other words, the weight of a word in a document cannot be 
accurately determined by simply counting its raw 
frequency, and thus the following equation is used: 

Equation: 
 

 
C. Cosine Similarity 

To  implement  a  content-  based  filtering  system,  the 
following steps are typically followed: 

between texts. 

The similarity score is a numeric value that ranges from 
zero to one and is used to determine how similar two items 
are to each other on a scale from zero to one. This score is 
obtained by comparing the texts of the two documents and 
measuring their similarity. The similarity score can 
therefore be defined as a measure of the similarity between 
the textual details of two given items. This can be calculated 
using the cosine similarity measure, which determines the 
similarity of texts regardless of their size. Cosine similarity 
is a measure used to calculate the cosine of the angle 
between two vectors projected in a multi-dimensional 
space.  It  is  commonly  used  to  determine  the  similarity 
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D. Sentimental analysis 

Sentiment analysis is a field within natural language 
processing that involves the evaluation of subjective 
opinions, views, or feelings about a particular subject that 
have been collected from various sources. In more 
practical business terms, sentiment analysis can be 
described as a set of tools used to identify and extract 
opinions and utilize them for the benefit of business 
operations. Such algorithms delve into the text to identify 
the underlying attitude towards a subject or its specific 
elements. An example of a commonly used algorithm in 
sentiment analysis is the multinomial naive Bayes 
classifier. This algorithm assumes that the features being 
analyzed are produced from a simple multinomial 
distribution. The multinomial distribution defines the 
probability of observing counts within a number of 
categories, making it well-suited for features that 
represent counts or count rates. The basic idea is the 
same as before, except that instead of modeling the data 
distribution with a best-fit Gaussian curve, we model it 
with a best-fit multinomial distribution. 

P (positive | overall liked the movie) = P (overall 
liked the movie | positive) * P (positive) / P (overall liked 
the movie) 

 

 

Fig -2: Flowchart of the Movie recommendation system 
 

5. PROPOSED SYSTEM 
 

A. Dataset 
 

For our research, we utilized three different datasets from 
MovieLens, a collection of datasets generated by the 
GroupLens Research team for the purpose of evaluating 
recommender systems. These datasets are commonly used 
by developers to test their recommendation systems. 
These are: 
 

1. IMDB 5000 Movie Dataset 
2. The Movies Dataset 
3. List of movies in 2018 4. List of movies in 2019 

5. List of movies in 2020 

 
The Movies dataset includes metadata for all 45,000 films 
listed in the Full MovieLens dataset, which includes movies 
released up until July 2017. The data includes information 
about the cast, crew, plot keywords, budget, revenue, 
posters, release dates, languages, production companies, 
countries, TMDB vote counts and vote averages. This 
dataset also includes files with 26 million ratings from 
270,000 users for 45,000 movies, with ratings ranging from 
1 to 5, obtained from the official GroupLens website. The 
datasets for movies released from 2018 to 2020 were 
obtained by web scraping their respective Wikipedia pages. 
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Fig -3: Plotted graph of The Movies Dataset 

 
B. Recommendation system quality measures 

 
We have used the TMDB Ratings to come up with our Top 
Movies Chart. And also IMDB's weighted rating formula to 
construct the chart. 
Mathematically, it is represented as follows: 

 
 

 

Where, 

 

 

Fig -4: Calculated weighted rating for the dataset. 

 
6. RESULT ANALYSIS 

 
A. Accuracy of Sentimental Analysis Model 

 
The multinomial Naive Bayes algorithm is well-suited for 

classifying items with discrete features (e.g. word 

frequencies for text classification). 
 

Accuracy of 98.77% is observed for the dataset provided.  

Fig -5: Observed accuracy of sentimental analysis. 

 

v  represents the number of votes for the movie 
m represents the minimum votes required to be listed in the 
chart 
R represents the average rating of the movie 
C represents the mean vote across the whole repot 

B.  Results  of  content-based  movie 

recommendation system 

 

 

 
 

 

To  determine  the  weighted rating  of  each  film,  we  will 
select  the  25  most  similar  movies  according  to  their 
similarity  scores.  We will  then calculate  the vote  of  the 
movie that falls at the 60th

percentile of this group. Finally, we will apply IMDB's 
formula to compute the weighted rating of each movie using
 this value. 

Fig -6: Home page of the Entertainment 
recommendation system 

 
Fig -7: Cast of the Movie 
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Fig -9: Poster and info page of the Movie 
 
 
 

 

 
 

 

 

Fig.8 : Recommendation Entertainment Content 

Fig.10: Sentimental analysis of the Entertainement 

Content recommendation 
7. CONCLUSION 

 

 
In the future, we plan to track movies searched by users 

in nearby locations to recommend popular films. We can 

also consider incorporating the watch history of 

geographically contextual users (those living in close 

proximity) with the watch history of the user to provide 

more "location- relevant" recommendations. Additionally, 

by using user ratings of movies from websites like Rotten 

Tomatoes, Metacritic, and IMDb, we can explore the 

possibility of combining collaborative filtering techniques 

with our method to create a hybrid model that combines 

the advantages of both approaches . 
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