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Abstract - Benchmarking computer systems is an 
important, albeit time-consuming, process that provides 
insight into a system's performance, exposes weaknesses, and 
permits comparison between systems or versions. Current 
UNIX operating system benchmarking programs are heavily 
weighted toward CPU and hardware performance. As 
operating systems become more complicated, so do the 
programs that run on them. The commonly accessible 
benchmarks currently do not take this into account, making 
them kindly unrealistic and uninformative. We give a 
comparison of extensive and widely used operating systems. 
Eventually, a detailed and comprehensive conclusion has been 
reached based on the results of various tests. 
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1. INTRODUCTION  
 
In the early days of computing, the primary purpose of a 
programmer was to create a workable program with little 
regard for its efficiency. Von Neumann contrasted the speed 
with which early computers (including the ENIAC) 
conducted multiplication when computing ballistic 
trajectories in 1946 [McK88]. Herbst et al. measured the 
instruction mix of Maniac computer programs in 1955. 
 
Performance evaluation is of importance to computer 
system designers, administrators, and users alike. Designers 
analyze several alternative designs to select the finest one. 
Administrators compare various systems to determine the 
optimal system for a collection of applications. Users 
examine many installed systems to determine which system 
is best suited for a certain task. The key objective in 
computer system design, procurement, and use is to provide 
maximum performance at the lowest possible cost.  
 
The evaluation of a computer system's performance is a 
challenging task. When people hear the word "performance," 
they may conjure up entirely different images. persons who 
work with huge databases tend to think of performance in 
terms of transactions per second, but persons in scientific 
and technological fields may be interested in the number of 
floating-point operations per second. Even with a small 
emphasis, evaluating performance is not simple. Assume one 

is only interested in scientific computing. For scientific 
computing, a wide range of high-performance computers are 
available, ranging from vector computers with a small 
number of processors sharing common memory to machines 
with thousands of processors and distributed memories. The 
performance range of these computers can vary significantly, 
perhaps by a factor of a thousand or more, depending on 
how well the problem and software fit the underlying 
architecture and operating system. 
 

2. RELATED WORK 
 
There are numerous existing technologies for performance 
evaluation and benchmarking tools. Computer system 
designers, administrators, and users are interested in 
performance evaluation since their goal is to achieve or 
deliver the best performance at the lowest possible cost. As 
system performance varies greatly from one application area 
to the next, no one statistic can be used to assess computer 
system performance across all applications. Loads on various 
system components also have a significant impact on 
performance.  
 
The performance of a computer system for a specific task can 
be measured using a variety of performance assessment and 
benchmarking tools. However, very few benchmarks, if any, 
examine how a system performs under various system loads. 
Most of the benchmarks are intended to run on an 'idle 
system'. As a result, they provide a measurement of a 
system's "peak efficiency" under a specific category of 
workload.  
 
In the world of computing or computer networking, the 
benchmarking idea is not new. When one talks about 
"benchmarking tools," they typically mean a program or set 
of programs that are used to compare one solution's 
performance to that of another under specific reference 
circumstances. Benchmarking methods have been employed 
to rate the efficiency of computers and computer networks 
since the 1970s.  
 
In the research projects CREW and OneLab2, Benchmarking 
of wired and wireless computer networks is presented as a 
study topic and the BonFIRE experiment investigates 
benchmarking of applications and virtual machines in an 
Infrastructure-as-a-Service (IaaS) setting.  
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They explained how the term "benchmarking" is used in 
these projects and addressed the question of why 
benchmarking research is still pertinent today. Following the 
presentation of a high-level generic benchmarking design, 
Benchmarking cloud services and cognitive radio systems are 
two instances that demonstrate the power of benchmarking. 

 
3. PROBLEM STATEMENT 
 
Performance evaluation is of importance to users, 
administrators, and designers of computer systems. The 
computer system testing program may behave differently 
depending on the input data and other settings in different 
runs of the application. Another issue is that the majority of 
installations are utilized to run different applications, and 
relatively few systems are specifically designed to perform 
one task. If the tasks that several apps undertake are of a 
similar character, test programs can be created to forecast 
how well the system will accomplish tasks of that nature. 

 

4. AIM 
 
To effectively measure performance, it is essential to identify 
the specific metrics to be evaluated in the design of a 
performance evaluation tool or benchmark. Historically, 
measuring CPU and disk I/O has been the norm. However, 
with the recent shift towards disk-less or data-less 
workstations, evaluating the performance of the file server 
and network has become critical, increasing the importance 
of measuring performance in these areas.  
 
Typically, performance measurement tools are utilized to 
forecast the performance of an unfamiliar system on a well-
defined or known task or set of tasks. The output of the 
performance evaluation is then utilized to make informed 
purchasing decisions when acquiring a new system. These 
tools can also serve as monitoring and diagnostic tools. 
 
Running a test program and comparing the results against a 
known configuration can potentially identify the root cause of 
poor performance. Likewise, running a test program after 
making changes can determine whether there has been an 
improvement or degradation in performance.  
 
Ideally, the most effective way to test a system's performance 
is to use the actual application that will run on the system. 
Unfortunately, this is not always feasible as the application 
may not be available before the system is purchased. 
Additionally, even if the application is available, the 
performance of the system can vary across different runs of 
the same application due to differences in input data and 
other variables.  
 
A challenge arises from the fact that most systems are multi-
purpose, supporting various applications instead of being 
dedicated to a specific task. If the applications perform 
similar job types, test programs can predict system 

performance for those types of jobs. However, educational 
institutions often use hybrid environments where the same 
resources are utilized for various applications unless an 
application is highly specialized.  
 
The performance of various subsystems (such as the CPU, 
disc I/O, etc.) is measured, and the results are given as a set of 
numbers, rather than a single number, as a result. 
 

5. LITERATURE REVIEW 
 
Several researchers, vendors, and organizations have 
conducted theoretical and experimental performance 
analyses and studies of various operating systems in recent 
years. Professor B. Randell presented the intricate 
difficulties in achieving satisfactory levels of performance in 
operating systems in his paper (Randall, 1985), emphasizing 
the strong relationship and trade-off with reliability. His 
research focused on the two issues (performance and 
reliability) that designers and implementers face.  
 
Another study conducted by a group of Harvard University 
researchers (Ahmed, 2010) compared the performance of 
Windows for Workgroups, Windows NT, and NetBSD (a 
UNIX variant OS) across a wide range of system functionality 
and user requirements. They tracked the performance 
differences between the systems and attributed them to the 
kernel architecture. Windows employs a microkernel 
architecture, whereas NetBSD employs a monolithic kernel 
structure. They demonstrated that Windows generated more 
overhead when running native applications due to frequent 
changes in machine mode and the use of system call hooks. 
In another dimension of performance measurement, 
Saavedra et al. (1996) in their work used a machine-
independent mathematical model to characterize machine 
performance and program execution (as opposed to 
measuring experimentally). They used this model to 
estimate execution time for arbitrary machine/program 
combinations.  
 
In this abstract operation, benchmarks called and programs 
were used to measure the execution of a given operation, 
and this was used to predict the execution time on a large 
spectrum of machines. Although this work is almost 20 years 
old, it offers up some interesting observations and 
contributes to the field of benchmarking by furthering the 
research and discussion to include some answers to the and 
behind the better performance or lack thereof, and in 
addition, explores the act of predicting execution 
performance.  
 
In the experiments associated with this research paper, Java 
I/O-intensive, and CPU-intensive benchmarks were designed 
and written, and executed concurrently (in parallel) and 
their execution times were measured for different sets of 
input data.  
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The benchmarks were run via Linux scripts and Windows 
batch files via the command prompt and terminal for the 
respective platforms under study. 

 
6. PROPOSED SYSTEM 
 

A. System Design 
 

 
Fig -1: Block Diagram 

 
Dummy Files are created to test the performance of our 
system on various parameters  

 Performance measure of CPU - We measure the 
number of instructions executed by the CPU system 
in a given clock cycle. 

 Performance measure of memory - We measure the 
performance of the memory by conducting a regular 
memory bandwidth test. 

 Performance measure of the file system - We 
measure the performance of the file system by 
conducting two tests-  

1. Random reading 
2. Sequential reading 

 Performance measure of the network - We measure 
the performance of the network by conducting 
network tests. 

 
 
 
 
 
 

B. Benchmarking System Design 
 

 
Fig -2: Benchmarking System Design 

 
Modifying our benchmarking software so that it can operate 
on various operating systems, where it will be put through a 
variety of performance tests to verify our system. After 
receiving the benchmark findings, we will compare them to 
accepted system metrics. 
 

7. METHODOLOGY 
 

A. CPU Benchmarking 
 We chose a benchmarking method that can quickly 

access memory. 
 Wrote a C program that performs the mentioned 

benchmarking method. This program should run 
the benchmark repeatedly for a specified amount of 
time and display the results. 

 Analyze and display the results through 
visualization techniques that could enable 
determining CPU’s performance with ease. 

 
B. Memory Benchmarking  
 Allocate a memory block larger than the cache size 

of the system. 
 Initialize the memory block with a pattern to ensure 

full population. 
 Perform a read or write operation on the entire 

memory block while measuring time. 
 Calculate memory bandwidth and display results. 

 
C. Filesystem Benchmarking 
 Choose a file operation and create a file larger than 

the file system's block size. 
 Initialize the file with some data and start a timer. 
 Perform the file operation and stop the timer. 
 Calculate the file system performance and display 

the results in a meaningful way. 
 

D. Network Test 
 Choose a network protocol and create a socket 

bound to a local IP address and port number. 
 Initialize the data to be sent and start a timer. 
 Send the data over the network and receive it using 

the same socket, then stop the timer. 
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 Calculate the network performance and display the 
results in a meaningful way. 

 
8. IMPLEMENTATION 
 

 
 

Fig -3: Outcome of CPU Test 

 
By using multiple processes, we are calculating the time 
taken by the CPU to execute an instruction cycle. 
 

 
 

Fig -4: Plot for Average Cycles vs Number of Arguments 

 
This plot depicts gives a better understanding on how much 
time our CPU is taking to execute an instruction cycle. 
 

 
 

Fig -5: Outcome of Memory Latency Test 

We are using the concepts of strides with different sizes to 
go through the data and then calculating the latency to fetch 
the data. 
 

 
 

Fig -6: Plot for Memory Latency w.r.t different strides  
 
This plot gives a clear description of the memory latency test 
in accordance with the strides we have used. 
 

 
 

Fig -7: Outcome of Memory Bandwidth Test 
 
Here, we calculate the time taken to read the data by using 
timestamps. These timestamp values are captured before the 
process of reading and writing.  
 

 
 

Fig 8: Outcome of File System Experiment  
 
For testing the file system, we used dummy test files which 
were of different sizes. We then conducted the sequential 
reading as well as random reading tests with the assistance 
of timestamps. 
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Fig -9: Plot for the average per block access time for 
different file sizes during Random Read Test 

 
This plot clearly depicts the time taken for the random read 
test with respect to the size of the file. 
 

 
 

Fig -10: Plot for comparing File System Sequential Read 
Test & Random Read Test 

 
This plot clearly shows the comparison between the file 
system test and the random read test done by the system.  
 

 
 

Fig -11: First experiment for network test 
 

We are using the concepts of sockets to visualize the 
network performance of the system. The first experiment is 
the time taken to setup the connection.  
 

 
 

Fig -12: Second experiment for network test 
 
The second experiment is the bandwidth test, in this test, we 
calculate the time taken to transfer data. 
 

 
 

Fig -13: Third experiment for network test 
 
In this experiment, we calculate the RTT (Round trip time).   
It is the time taken for a network request to go from a 
starting point and back again to the starting time. 
 

9. CONCLUSIONS 
 
We have successfully developed a benchmarking tool that 
has the capability to test the system, irrespective of the OS 
the user is using. Since our tool focuses on testing the system 
on different aspects individually, it can assist the user by 
saving him some time by not looking at the system 
holistically and providing him with an analysis of where an 
issue is occurring. Moreover, all the testing is done locally on 
the system so it showcases the performance of the system 
realistically. Future work for this tool would be to enhance 
performance metrics, develop a user-friendly interface and 
integrate some cloud-based solutions. 
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