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Abstract— Most common reason for human mortality in 
today’s world that causes almost one-third of deaths is 
especially due to heart disease. It has become the most 
common disease where in every 5 people 4 of them are 
dealing with this disease. The common symptoms of heart 
diseases are breath shortness, loss of appetite, irregular 
heartbeat, chest pain. Identifying the disease at early stage 
increases the chances of survival of the patient and there 
are numerous ways of detecting heart disease at an early 
stage. For the sake of helping medical practitioners, a 
range of machine learning & deep learning techniques were 
proposed to automatically examine phonocardiogram 
signals to aid in the preliminary detection of several kinds 
of heart diseases. The purpose of this paper is to provide an 
accurate cardiovascular prediction model based on 
supervised machine learning technique relayed on 
recurrent neural network (RNN) and convolutional neural 
network (CNN). The model is evaluated on heart sound 
signal dataset, which has been gathered from two sources: 

1. From general public via I Stethoscope pro iPhone app. 

2. From clinical trials in the hospitals. Experimental 
results have shown that number of epochs and batch size 
of the training data for validation metrices have direct 
impact on the training and validation accuracies. With 
the proposed model we have achieved 91% accuracy. 
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I. INTRODUCTION 

Heart Disease is an illness that causes complications in 
human being such as heart failure, liver failure, stroke. 
Heart disease is mainly caused due to consumption of 
alcohol, depression, diabetes, hypertension [2]. Physical 
inactivity increase of cholesterol in body often causes 
heart to get weaken. There are several types of heart 
diseases such as Arrhythmia, congestive heart failure, 
stroke, coronary artery disease and many more. 
Identification of cardiovascular disease can be done by 
using the widely known auscultation techniques based on 
echocardiogram, phonocardiogram, or stethoscope. 
Machine learning and deep learning is a widely used 
method for processing huge data in the healthcare 
domain. Researchers apply several different deep 
learning and machine learning techniques to analyze 
huge complex medical data, to predict the abnormality in 

II. LITERATURE REVIEW 

Ryu et al. [5] Studied about cardia diagnostic model using 
CNN. Phonocardiograms(PCG) were used in this model. It 
can predict whether a heart sound recording is normal or 
not. First CNN is trained to extract features and build a 
classification function. The CNN is trained by an algorithm 
called back propagation algorithm. The model then 
concludes between normal and abnormal labels. 

Tang et al. [6] Combined two methods i.e. deep learning and 
feature engineering algorithms for classification of heart 
sound into normal and abnormal. Then features were 
extracted form 8 domains. Then, these features were fed 
into convolution neural network(CNN) in such a way that the 
fully connected layers of neural network replaces the global 
average pooling layer to avoid over fitting and to obtain 
global information. The accuracy, sensitivity and specificity 
observed on the PhysioNet data set were 86.8%, 87%, 
86.6% and 72.1% respectively. 

Jia Xin et al. [7] Proposed a system in which heart sounds are 
segmented and converted using two classification method: 
simple softmax regression network (SMR) and CNN. Features 
were determined automatically through training of the 
neural network model instead of using supervised machine 
learning features. After working on both Softmax regression 
and Convolutional neural network(CNN) they found out 
CNN gave the highest accuracy. The accuracy achieved 
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heart disease. This research paper proposes heart signal 
analysis technique based on TFD (Time Frequency 
Distribution) analysis and MFCC (Mel Frequency Cestrum 
Coefficient). Time Frequency Distribution represents the 
heart sound signals in form of time vs frequency 
simultaneously and the MFCC determines a sound signal in 
the form of frequency coefficient corresponding to the Mel 
filter scale [3]. A quite Helpful method was used to improve 
the accuracy of heart disease model which is able to predict 
the chances of heart attack in any individual. Here, we 
present a Deep Learning technique based on Convolutional 
Auto-Encoder (CAE), to compress and reconstruct the vital 
signs in general and phonocardiogram (PCG) signals 
specifically with minimum distortion [4]. The results 
portray that the highest accuracy was achieved with 
convolution neural network with accuracy 90.60% with 
minimum loss and accuracy achieved through recurrent 
network was about 67% with minimum loss percentage. 

through CNN model is 93%. 
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Mehrez Boulares et al. [8] developed a model based for 
cardiovascular disease(CVD) recognition based on 
unsupervised ML and supervised ML methods based on 
CNN. The datasets are taken from PASCAL and PhysioNet. 
They have worked on PCG signals mainly and enhanced 
their focus on denoising and preprocessing. For feature 
selection they have used MFCC as it is the best out there 
now-a-days and similarly for classification they’ve gone 
with CNN. Classification results of defined models had 
overall accuracy of 0.87, and overall precision of 0.81, and 
overall sensitivity 0.83. 

Suyi Li et al. [9] proposed a paper to provide an overview 
of computer aided sound detection techniques. They have 
worked on PCG signals and characteristics of heart 
sounds introduced first. They did a thorough review on 
preprocessing and analyzing techniques that have 
developed over the last five years. They’ve further done a 
deep research on denoising, feature extraction, 
segmentation, classification and most importantly 
computer aided heart detection techniques. 

Raza et al. [10] Proposed a framework for denoising the 
heart sound by applying band filter, them the size of 
sample rate of each sound is fixed. Then the features were 
extracted using sampling techniques and reduce the 
dimension of frame rate. RNN method is used for 
classification. RNN using Long Short-Term Memory 
(LSTM), Dropout, Softmax and Dense layers used. Hence, 
the method is more accurate compared to other methods. 

Perera et.al [11] developed a software tool to predict 
heart abnormalities which can be recognized using heart 
sounds. 

The audio inputs are taken through e- stethoscope and 
then entered into a database with symptoms of each 
patient. Feature extraction is done using MATLAB “MIR 
toolbox” and prominent features and statistical 
parameters are extracted. 

Segmentation is done by tall peak and short peak process 
followed by classification of S1 and S2 systole and 
diastole square of wavelet fourth detail coefficient 
method was used for further classification process. 

Yadav et al. [12] They proposed a model to extract 
discriminatory features for machine learning which 
involves strategic framing and processing of heart sound. 
They trained a supervised classification model based on 
most prominent features for identification of cardiac 
diseases. The proposed method achieved the accuracy 
97.78% with error rate of 2.22% for normal and 
abnormal heart disease classification. 

Khan et al. [13] Proposed a model based on different 
classifiers such as (KNN, Bagged Tree, Subspace, 

subspace Discriminant, LDA, Fine Tree and Quadratic SVM) 
to obtain and accuracy and results. Kaggle dataset was used 
to extract features from the sets of different domains i.e. 
frequency domain, Time domain and statistical domain to 
classify the heart sounds in two different classes i.e. normal 
and abnormal. Out of 6 classifiers the highest accuracy of 
80.5% was obtained using Bagged tree. 

III. PROPOSED MODEL 

The study aims in classifying the heart sounds of heart 
disease patients into normal and abnormal heart sound 
based on Phonocardiogram signals. 

The dataset was obtained from Physionet website which 
contains physionet challenge heart dataset which was 
providd publicly. There were two challenges related with 
this competition. Dataset contains heart sounds of 3 to 30 
sec in length [4]. The proposed model described ahead is 
divided into three main parts. These three parts are 
preprocessing, train-test and classification. 

The classification was performed using the most robust 
techniques which gave the highest accuracy among CNN and 
RNN. The main motive of this paper is to predict whether the 
heart sound is normal or abnormal with its confidence value. 
The first step is preprocessing which includes data 
compression, feature extraction where denoising was 
performed in order to remove the unwanted noise and were 
enhanced to remove the unwanted frequencies. The dataset 
used for training and testing in this model consist of 
phonocardiogram sound signal files which contains normal 
and abnormal heart sounds. These files are audio recordings 
of heart sounds at various different stages of heart beat. 
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Fig 1: Proposed Architecture 
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 The denoising and compression of heart sound in this 
model takes place while building the model by using convo 
2D autoencoder[18]. Using the functional API convolution 
autoencoder was build and once the model was build 
autoencoder was trained using train_data as both our input 
data and target data [14]. The convolution encoder consists 
of MaxPooling 2D layers and 2D convo stack for max down 
sampling. Below shown are the graphs of loss and accuracy 
achived after using convo2D autoencoder with 100 epochs. 

 

Fig 2 : Loss curve with 100 epochs 

 

 

Fig 3: Accuracy curve with 100 epochs 

In feature extraction the informative and relevant features 
were extracted from PCG signals using Mel-scaled power 
spectrogram and Mel-frequency cepstral coefficients 
(MFCC) which are then fed into a classification model to 
classify each PCG signal into an abnormal or normal heart 
sound [15]. The MFCC which was introduced by 
Mermelstein in the 1980s is widely used in automatic 
speech recognition. The mel-frequency analysis is based on 
human acoustic perception and experimental results have 
shown that human beings ear acts as a filter that focuses on 
certain level of frequency components. It transmits audio 
signal of certain frequency level and directly ignores the 
unwanted and undesired signals. In mfcc it converts the 
audio signal from analog to digital format with sampling 
frequency. It basically includes: 

b. Windowing the signal: The sound signals of time 
varying signal. For sound, signal needs to be 
examined over a short period of time. Therefore, 
speech analysis is to be carried out on short 
segments across which the speech signal is 
assumed to be stationary. Short-term spectral 
measurements are typically carried out over 20 
ms windows, and advanced every 10 ms. 

c. Applying DFT: DFT is applied on windowed frame 
to convert it into magnitude spectrum. 

d. Mel-spectrum: Fourier transformed is applied to 
Mel spectrum signal through a set of filters known 
as Mel-filter bank and by applying inverse DCT 
frequencies are wrapped on a mel-scale. 

e. DCT: As sound signals are smoothened; the 
energy levels are correlated. so a set of cepstral 
coefficients are produced by Mel frequency 
coefficients. 

f. Dynamic features: As cepstral coefficients contain 
information from a given frame they are referred 
as static features. The extra information about the 
temporal dynamics of the signal is obtained by 
computing first and second derivatives of cepstral 
coefficients. 

Librosa.display method was used to display the audio 
signals in different formats such as wave plot, spectrogram. 
The waveplot represents the graph of heart beat signals as 
shown below: 

X- axis: Time in (Sec) 

Y-axis: Frequency in (Hz) 
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Fig 4: Normal heart sound waveplot 

a.  Filter-Bank:  Filtering  out  high  frequency  sound 
signals to balance the sound wave. 

 

Fig 5: Abnormal heart sound waveplot 
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a) Mel-Scaled Power Spectrogram 

Time period vs. Frequency representation of a sound 
signal is said to be spectrogram of signal. It graphically 
represents the change in frequency of a sound signal 
w.r.t time, which helps the building model to understand 
the sound accurately. The Mel-scaled filters present in 
Mel-scales are placed non- uniformly to mimic human 
ear properties in frequency axis [15]. 
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Fig 6: Normal sound mel-spectogram (Time vs 
Frequency) 

  
b) Mel-Frequency Cepstral Coefficients 

Mel-frequency cepstrum is found by taking Discrete 
Cosine Transform of a log power spectrum on a nonlinear 
Mel- scale of frequency. It is the representation of the Mel-
scaled power spectrogram [15] [16]. Most of the extracted 
features for PCG heart signal are computed mainly using 
time, frequency. 

Fig 8: Normal sound mfcc (Time) 

 

Fig 9: Normal sound mfcc (Time) 

 
In classification stage the preprocessed data is fed to 

CNN  [19]  [20]  [25]  [26]  and  RNN  [21]  [29]  [30], 
forTraining  and  testing.  The  model  was  trained  using  CNN  and  RNN  and  was  build  based  on  accuracy comparison of  both  the  techniques.  By  comparing  the  accuracy  and  loss percentage of RNN and CNN as CNN has greater  accuracy  and  less  loss  percentage  than  RNN  thus using CNN for the prediction  model  was  preferred.  The  model  has  an accuracy  of  90.6%  and  test  loss  of  0.29  with  350  epochs and  128  batch  size.  The  less  test  loss  indicates  that  the  model  performs  better  after  each  iteration.  The  final prediction  of  model  is  categorized  into  normal  and  abnormal  heart  sound.  Previous  referred  models  from different  researchers  have  had  the  same  output  which predictes if heart sound is normal or abnormal  [20],  what  makes  this  model  different  from  other  researchers  is  the confidence  value  of  normal  or  abnormal  heart  sound  shown    on  the  UI  of  classification  model.  Refer  below figure  



  
 

 

Fig 10: Proposed model (GUI) 

Fig 11: Normal heart sound with 99.97% confidence value 

 

 

Fig 12: Abnormal heart sound with 99.99% confidence 
value  
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The confidence value of heart sound PCG signal will help the  medical  practitioners  to  identify  the  patients  with greater risk  of  heart  disease.  The actual  confidence value  of  heart  sound  makes  a  huge  difference  on  the  results because thehigher  or  lower  percent  could  help  the  physician  to make better decisions. 

IV. RESULT  

 
Table 1: Accuracy and loss percentage Convolution neural 

network outperformed recurrent 

 Accuracy 

% of CNN 

Loss % Of 
CNN 

Accuracy 

% of RNN 

Loss 

% Of RNN 

300 epochs 90.82 0.32 73 0.57 

350 epochs 90.60% 0.29 67 0.22 

neural network having same number of epochs and batch 
size with accuracy 90.82% and 90.60% with 300 and 350 
epochs. The precision, recall and F1 score was calculated 
for normal and abnormal heart sounds using CNN. 
Precision, recall, F1 of normal heart sounds were 0.83, 0.96, 
0.89 and those for abnormal heart sounds were precision 
0.97, recall 0.89 and f1 0.93 

Performance of the proposed Heart Sound 
Classification Techniques is shown in table 1. We applied 
Convolution neural  network  (CNN) and Recurrent  neural 
network(RNN) in order to classify heart sound dataset 
described in above section. The dataset used for this 
project consists of Phonocardiogram signals of heart 
sounds containing heart sounds from 3 to 30 seconds in 
length. Preprocessing was performed in order to filter 
out the noisy data using auto-encoder and relevant 
features were extracted using mfcc. In order to test and 
train the proposed model the dataset was split into 
training and testing in the proportion of 80% - 20%. The 
primary objective of this paper is to examine the effects 
of the hidden layers of a CNN and RNN to check the 
overall performance of the neural network. To 
demonstrate this, we have applied CNN and RNN with 
different number of epochs on the given dataset and also 
to observed the variations in accuracy of both the 
techniques based on different number of epochs and 
batch size. 

V. CONCLUSION 

In this paper, we have compared the accuracies of two 
different neural networks i.e. Convolution Neural 
Network and Recurrent Neural Network based on the 
implemented model and proposed a model based on the 
technique which has performed well i.e. CNN with 
90.60%. The model was trained using different number of 
epochs to ensure the model was not overfitted or 
underfitted and a constant number of epochs were chosen to  train  both  the  algorithms  where  they  have  performed well  with  having  highest  accuracy  and  less  loss  percentage with highest precision value.  
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