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Abstract - Industry 4.0 represents a production concept 
based on automation, real-time optimization, and 
digitalization of production factories. Its main driver is 
Artificial Intelligence (AI) and Machine Learning (ML); 
capable of handling large datasets and identifying human 
patterns in everyday life. In this context, Generative Pre-
Trained Transformer (GPT), Assistants have a significant 
impact and importance in Industry 4.0 for Natural Language 
Processing (NLP), code generation, and pattern identification. 
The end-user may require assistance for operating procedures, 
equipment operations, and resolving common errors, for 
example, Frequently Asked Questions (FAQs) to rectify errors 
or to start the process. This can be done by providing them 
with assistance and real-time queries resolving. Real-time 
monitoring, GPTs can manage organizations’ data or 
information for data collection, monitoring, and output 
efficiency. The main objective is training data. GPT will assist 
the users’ queries; providing them with documentation, and 
video links. This is to design a GPT that will assist queries 
related to IAFSM by scrapping and learning all organizations’ 
data/information using sources like organizations’ websites. 
However, GPTs can use data like previous chat logs, service 
logs, etc. which will provide assistance to users, based on more 
queries/ resources that can be linked with data i.e., conditions, 
outputs, and input value, and stored for future references and 
predictions related to defects and maintenance by providing 
alerts, and messages through messenger Applications (Apps) 
or the web. This method will enhance user experience, and 
provide 24x7 support.  
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1.INTRODUCTION  

Customer service is essential in any industry. Due to the 
limitations of the companies for handling a large number of 
users/customers queries, we need some support system for 
24x7 hours. In recent years, chatbots in the industry have 
maintained premium services. Chatbots with specific 
guidelines can only answer particular types of queries, not 
all real-time queries. However, with the concept of Deep 
Learning and Natural Language Programming (NLP) 
chatbots’ ability to answer like humans will increase. Natural 
Language Processing (NLP), Natural Language 
Understanding (NLU), Natural Language Generation (NLG), 
etc., will boost the popularity of these chatbots for their 
finest support to the users. Deep Learning can be used to 

train the chatbot for different business and industrial 
domains.  

In 2017, Transformer was introduced by the Google Brain 
team, and in 2018 BERT (Bidirectional Encoder 
Representations from Transformers) by researchers at 
Google led the chatbots to better understand context, multi-
lingual, less labelled data for precise and more accurate 
answers generation. This paper explores the use of NLP in 
virtual assistants for answering user queries. 

2. RELATED WORK 

NLP is now the most researched area like sarcastic 
comments and chatbots as it improves human and computer 
communication. Chatbot applications are mainly in the fields 
of health, industries, entertainment, research, etc. Akhtar et 
al analyzed the chat conversations between customers and 
the chatbot of a telecommunication company to find out if 
these interactions can be used to determine a) users' topics 
of interest and b) user satisfaction [1]. To reach this goal, 
chat conversations are interpreted as sequences of events, 
and user inputs are analyzed with the help of text mining 
techniques. There are four different types of chatbot 
applications namely, service, commercial, entertainment, 
and advisory chatbot. Chatbots can be used in task-oriented 
and non-task-oriented [2]. Virtual assistants like Siri and 
Alexa are task-oriented and can perform tasks like making a 
phone call, playing a song, etc. Companies' websites have 
chatbots for answering user queries, sometimes based on 
certain specific technology. Non-task-oriented chatbots that 
tell the weather information can talk like friends and are 
used for entertainment purposes, for example, Replika: My 
AI Friend, Eviebot by Existor. Eviebot according to creators 
is the most popular artificial personality having perfect 
timings of facial expression and movement. Open-domain is 
when the chatbot or assistant can answer queries of users in 
a large number of fields, for example, Meena, Bard by Google, 
ChatGPT by Open AI, etc. Adiwardana et al [3] introduces 
Meena a multi-turn open-domain chatbot trained end-to-end 
on data mined and filtered from public domain social media 
conversations that can chat like humans. Closed domain [4] 
is when the chatbot can answer queries in a particular field 
related to health, company website, and education and have 
comparatively better results. Nakano et al [4] presented 
HRIChat- a framework for closed-domain chat that can be 
combined with a task-oriented dialogue system for better 
uses Long-short-term memory (LSTM) [5] is also a technique 
that can be used for language models used to reduce 
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traditional RNN problems. However, it has a range of 
memory and deep LSTM is introduced having multiple 
layers; used to process output from the previous layer as 
input and increase in terms of performance and can learn 
more abstract features. Sutskever et al [5] used a 
multilayered LSTM to map the input sequence to a vector of 
a fixed dimensionality, and then another deep LSTM to 
decode the target sequence from the vector. They aim to 
translate English into French. Liu et al [6] presented a novel 
framework that combines a bidirectional long short-term 
memory (Bi-LSTM) network and transformer to solve the 
problem, where the self-attention mechanism is substituted 
with Bi-LSTM to capture the semantic information from 
sentences. Meanwhile, an attention mechanism model is 
applied to focus on those important words and adjust their 
weights to solve the problem of long-distance information 
loss. Sung et al [7] presented a paper, that explored ways of 
improving the pre-trained contextual representations for the 
task of automatic short answer grading, a critical component 
of intelligent tutoring systems. Also, the authors provide 
Empirical evaluation on multi-domain datasets showing that 
task-specific fine-tuning on the pre-trained language model 
achieves superior performance for short answer grading. In 
2017, Viswani et al [8] introduced the best-performing 
models connecting the encoder and decoder through an 
attention mechanism. They proposed a new simple network 
architecture, the Transformer, based on attention 
mechanisms. Experiments on two machine translation tasks 
showed these models are superior in quality while being 
more parallelizable and requiring less time to train. In 2018 
BERT (Bidirectional Encoder Representations from 
Transformers) [9] was introduced by Devlin et al . According 
to the authors, BERT is designed to pre-train deep 
bidirectional representations from the unlabeled text by 
joint conditioning on both the left and right context in all 
layers. As a result, the pre-trained BERT model can be fine-
tuned with just one additional output layer to create state-of-
the-art models for a wide range of tasks, such as question 
answering and language inference, without substantial task-
specific architecture modifications. 

3. METHOD 

Transformer is used when there is a significant context to 
understand. It consists of two things namely, an encoder, and 
a decoder. The encoder works on input sequences by 
converting them to tokens or sub-words There is a neural 
network between the encoder and the decoder. The weights 
of neural networks provide the information on which word 
in context needs to be addressed and have some importance 
concerning context and question relation. These words 
(vectors/tokens) are then passed to the decoder which 
converts the tokenized value to the actual word and previous 
decoded words are used to predict the current word. BERT is 
a transformer-based model that handles sequential data, 
such as text. Its bidirectional pre-training approach, which 
means that the model is trained on both left-to-right and 

right-to-left contexts of a given text, enables BERT to capture 
a deeper understanding of the relationships between words 
in a sentence.[9] DistilBERT, is a smaller, faster, cheaper, and 
lighter transformer based on BERT architecture. 

 

Fig -1: BERT Architecture 

3.1 Data Collection 

The IITD- AIA Foundation for Smart Manufacturing (IAFSM) 
site data is extracted through web scraping headings, 
paragraphs, and divisions. Links, redirect to another page, 
for example, the button named “Learn more” is scraped 
through Figure 2. All double quotation marks have been 
replaced with single quotation marks to remove the 
confusion about the context start and end point, extra 
spaces, tabs (/t), next lines (/n) symbols, and repeated 
content are removed from the data obtained through 
scraping to reduce the size of context from 38 K words to 11 
K words. SQuAD is widely used in NLP for training and 
evaluating the models used for question-answering. The goal 
is to assess the models’ capability of reading comprehension 
and extracting correct answers to questions from provided 
passages. Answers can be one word or some group of words. 

3.2 About the Dataset 

Data Preparation: The model is fine-tuned to increase 
accuracy. I used the Haystack Annotation Tool for preparing 
the data in SQuAD format for training the models where in 
each context (512 token length or less) we have framed 
questions and marked their respective answers. “Figure 6” 
below shows the “Annotation Document” which is the 
context provided, a part of length 512 words or less from 
complete data of length of thousand words. The highlighted 
part is the answers to the question “What is a Mobile 
Collaborative Robot?” marked manually for training the 
model. Likewise, other questions like “What are the features 
of CPF, what is CPF, what are the services of Mobile 
Collaborative Robot” their respective answers are marked 
manually in the context. These question answers are used as 
training data for fine-tuning the model. 
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Fig -2: Link Extraction Process 

. Table -1: Hyper-parameters 

Hyper-parameter Tuning 

Learning Rate 3 

Max Length 512 

Activation gelu 

Stride 100 

Batch Size 16 

Number of iterations 100 

Vocab Size 30522 

Model-type distil-bert 

 

 

Fig -3: Example of SQuAD 
 

  

Fig -4: Dataset Structure 

 

 

Fig -5: Fine-Tuning Process 
 

4. RESULT 
 
The large language model chat interface prototype has been 
deployed using the Gradio framework. The model output is 
compared with the BERT pipeline score and when the score 
is more than a particular value, the predicted answer is 
added to the final answer or the predicted answer gives 
relevance to the question it is added to the final answer. This 
final answer is the result/chat produced by the model or bot, 
for example, conversations with the bot in Fig 7 and 8. The 
BERT model is used for comparison as BERT and Distil-BERT 
have the same architecture as BERT itself. In order to reduce 
the size of a BERT model by 40% during the pre-training 
phase, Distil-BERT knowledge distillation is performed. 
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3. CONCLUSIONS 
 
This work implements a Chatbot using the NLP to answer 
queries of users, process parameters, and dataset extraction. 
Chatbot can answer user queries using transformers, and 
NLP concepts. Model training is terminated at the loss of 
0.048 early-stopping at 312 epochs. It can be concluded that 
the proposed model benefits the customers; by providing 
24x7 support and improving customer service. Chat 
assistance can solve user queries directly instead of the user 
exploring the whole website. With the use of chat-bot 
customer support service will improve a lot where a 
significant number of questions remain unanswered and 
hence, unsolved. 
 

 
 

Fig 6: Answering questions about Collaborative Robot 
 

 
 

Fig 7: Illustration1 
 

 
 

Fig 8: Illustration2 
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