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Abstract -  
Facial emotion recognition (FER) is a critical area of research 
with applications spanning from human-computer interaction 
to security and healthcare. This paper presents a novel real-
time facial emotion recognition system using deep learning 
techniques1. Leveraging the power of convolutional neural 
networks (CNNs) and recurrent neural networks (RNNs), our 
approach accurately identifies and classifies human emotions 
from live video feeds1. The proposed system integrates 
preprocessing steps including face detection and alignment, 
followed by emotion classification using a deep neural 
network model trained on a comprehensive dataset. The real-
time performance is achieved through optimized model 
architecture and efficient processing pipelines1. Extensive 
experiments demonstrate the system’s high accuracy and 
robustness in varied lighting conditions and with diverse facial 
expressions. Our results indicate that the proposed method 
outperforms existing state-of-the-art FER systems in both 
speed and accuracy, making it suitable for real-world 
applications1. This research contributes to the advancement of 
real-time emotion recognition technologies, providing a 
foundation for further innovations in the field1. 
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1. INTRODUCTION 
 
Facial emotion recognition (FER) has emerged as a pivotal 
technology in various domains, including human-computer 
interaction, security, healthcare, and entertainment. The 
ability to accurately and efficiently interpret human 
emotions through facial expressions is crucial for enhancing 
user experience, improving communication, and facilitating 
advanced monitoring systems.1 Despite the progress made in 
this field, real-time FER remains a challenging task due to the 
inherent complexity and variability of human emotions, as 
well as the computational demands of processing live video 
feeds2. 
 
This project aims to develop a robust and efficient real-time 
facial emotion recognition system utilizing state-of-the-art 
deep learning techniques. Our system leverages the 
strengths of convolutional neural networks (CNNs) and 
recurrent neural networks (RNNs) to process and analyse 
facial expressions from live video streams2. CNNs are 

employed for their powerful feature extraction capabilities, 
while RNNs are utilized to handle temporal dependencies 
and dynamics in the facial expressions2. 
 
The primary objectives of this project are: 
 

1. Designing an Optimized Model Architecture: We 
aim to create a hybrid CNN-RNN model that 
balances accuracy and computational efficiency, 
enabling real-time processing. 

2. Implementing Efficient Pre-processing 
Pipelines: This includes developing methods for 
rapid and accurate face detection and alignment to 
ensure consistent input quality. 

3. Evaluating System Performance: The system will 
be rigorously tested under various conditions, 
including different lighting environments and 
diverse facial expressions, to ensure robustness and 
reliability2. 

 
Our approach involves a comprehensive process starting 
with data collection and pre-processing, followed by model 
training and optimization, and culminating in real-time 
system deployment and evaluation. The system is designed 
to handle the dynamic nature of live video feeds, providing 
immediate feedback and classification of emotions2. 
 
The expected outcomes of this project include: 
 
- High Accuracy in Emotion Recognition: Achieving a high 
level of accuracy comparable to or surpassing existing state-
of-the-art methods. 
 
-Real-Time Performance: Ensuring the system can process 
and classify emotions in real-time without significant delays. 
 
-Robustness and Generalizability: Demonstrating the 
system's ability to perform well across different scenarios 
and on varied datasets2. 
 
This research not only addresses the current limitations in 
real-time FER but also lays the groundwork for future 
advancements in the field. The successful implementation of 
this system has the potential to significantly impact areas 
such as interactive systems, surveillance, mental health 
monitoring, and more. By advancing the capabilities of real-
time emotion recognition, we aim to contribute to the 
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To provide a comprehensive understanding of the materials 
and tools used in the project "Real Time Emotion Detection 
Using Deep Learning," the following sections detail the 
various software libraries, frameworks, and tools employed 
in the development and implementation of the facial emotion 
detection system2. 
 
Materials and Tools 
 
1. OpenCV (Open Source Computer Vision Library) 
OpenCV is an open-source computer vision and machine 
learning software library. It includes hundreds of computer 
vision algorithms and is widely used for real-time image 
processing2. In this project, OpenCV is utilized for: 
 
- Face Detection: The Haar Cascade classifier in OpenCV is 
used to detect faces in real-time from video input. 
- Image Processing: Converting frames to grayscale and 
extracting regions of interest (ROI) for further processing2. 
 
 2. Keras 
Keras is an open-source software library that provides a 
Python interface for artificial neural networks. It acts as an 
interface for the TensorFlow library. Keras simplifies the 
process of building and training deep learning models2. In 
this project, Keras is used for: 
 
-Building CNN Models: Designing and training convolutional 
neural networks to classify emotions. 
- Model Training and Evaluation: Managing data input and 
output, and providing utilities to train the neural network2. 
 
3. TensorFlow 
TensorFlow is an open-source machine-learning framework 
developed by Google. It is widely used for building and 
training neural networks2. In this project, TensorFlow is used 
for: 
 
- Model Backend: Running the backend computations 
required for training the deep learning models built with 
Keras. 
- Optimization: Providing efficient numerical computation 
for large-scale machine learning tasks2. 
 
4. Haar Cascade Classifier 
The Haar Cascade classifier is a machine learning object 
detection algorithm used to identify objects in images or 
video. It is especially effective for real-time face detection2. In 
this project, Haar Cascade is used for: 
 
- Face Detection: Detecting faces from live video input to 
identify regions of interest for emotion classification2. 

 
5. Dlib 
Dlib is a modern C++ toolkit containing machine learning 
algorithms and tools for creating complex software in C++ to 
solve real-world problems2. In this project, Dlib is used for: 
 
- Facial Landmark Detection: Identifying key points on the 
face (e.g., eyes, nose, mouth) to improve emotion recognition 
accuracy2. 
 
6. Anaconda 
Anaconda is an open-source distribution of Python and R for 
scientific computing and data science. It simplifies package 
management and deployment2. In this project, Anaconda is 
used for: 
 
-IDE and Environment Management: Providing a 
comprehensive environment for Python development, 
including all necessary libraries and dependencies2. 
 
7. CMake 
CMake is an open-source, cross-platform family of tools 
designed to build, test, and package software2. In this project, 
CMake is used for: 
 
-Build Automation: Compiling and linking the various 
software components required for the emotion detection 
system, especially those involving C++ libraries like Dlib2. 
 
8. Facial Recognition Libraries 
Several facial recognition libraries are employed to enhance 
the accuracy and robustness of the emotion detection 
system2. These libraries provide advanced algorithms for: 
 
- Facial Feature Extraction: Extracting detailed facial 
features necessary for precise emotion classification. 
-Face Alignment and Preprocessing: Aligning and 
preprocessing facial images to standardize input for the 
neural network models2. 
 
Summary 
The integration of these tools and libraries allows the 
creation of a sophisticated real-time facial emotion detection 
system. OpenCV and Haar Cascade facilitate real-time face 
detection, while TensorFlow and Keras provide the 
framework for training deep learning models. Dlib enhances 
the system with facial landmark detection, and Anaconda 
ensures a seamless development environment. CMake aids in 
managing the build process, and additional facial recognition 
libraries contribute to improving accuracy and performance. 
Together, these components form a robust solution for 
detecting and recognizing human emotions from facial 
expressions2. 
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development of more intuitive and responsive technologies 
that better understand and react to human emotions2. 
 

1.1 Materials & Dataset  
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1.2 Methodology 
 

The methodology for the "Real Time Emotion Detection 
Using Deep Learning" project involves a series of 
experiments aimed at evaluating the effectiveness of the 
emotion detection system under different conditions. These 
experiments include using internal images, video data, and 
real-time camera input to detect facial emotions3. Below is a 
detailed breakdown of each experiment and the overall 
process: 

 
1. Data Collection: 

The project uses the Fer2013 dataset, a widely recognized 
dataset for facial emotion recognition. It contains grayscale 
images of faces, each labelled with one of seven emotions: 
anger, disgust, fear, happiness, sadness, surprise, and 
neutral3. 

 
2. Data Pre-processing: 

Data pre-processing is crucial for improving the 
performance and accuracy of the emotion detection system. 
The pre-processing steps include: 
 
- Face Detection: Using the Haar Cascade classifier from    
OpenCV to detect faces in the images. 

 
-Grayscale Conversion: Converting colour images to 
grayscale to reduce computational complexity and focus on 
essential features. 
 
- Normalization: Normalizing pixel values to a range of 0-1 
to ensure uniformity in the input data. 
 
- Resizing: Resizing images to a fixed dimension (e.g., 48x48 
pixels) to ensure consistent input size for the neural 
network3. 

 
3. Model Design and Training 

The core of the emotion detection system is a 
Convolutional Neural Network (CNN) designed and trained 
to classify facial emotions. The steps involved in model 
design and training include: 

 
- Building the CNN: Using Keras and Tensor Flow to build a 
CNN architecture. The model typically includes multiple 
convolutional layers, pooling layers, dropout layers, and fully 
connected layers to capture and learn the features of 
different emotions. 
-Compilation: Compiling the CNN model with appropriate 
loss functions (e.g., categorical cross-entropy) and 
optimizers (e.g., Adam) to prepare it for training. 
-Training: Training the model on the preprocessed Fer2013 
dataset. This involves feeding the training data into the 
model, allowing it to learn from the data by adjusting 
weights through backpropagation. 

-Validation: Using a validation set to tune hyperactive 
parameters and avoid overfitting. The model's performance 
is evaluated on unseen data to ensure it generalizes well3. 

 
4. Experiments 

 
Experiment 1: Internal Images for Face Detection 

- Objective: Evaluate the performance of the CNN model 
in detecting faces and classifying emotions using static 
images from the internal dataset. 

- Procedure: 
  - Use the preprocessed images from the Fer2013 dataset. 
  - Apply face detection using Haar Cascade. 
  - Feed detected faces into the trained CNN model for 

emotion classification. 
  - Record accuracy and performance metrics. 
 

Experiment 2: Video Data for Facial Expression Detection 
- Objective: Assess the system's ability to detect and classify 
facial expressions in video sequences. 
- Procedure: 
- Capture video data or use existing video datasets. 
- Process each video frame using OpenCV to detect faces. 
- Apply the trained CNN model to classify emotions in each 
detected face. 
- Evaluate the system's performance in terms of accuracy 
and real-time processing capability. 

 
Experiment 3: Real-Time Camera Input for Facial Emotion 
Detection 
Objective: Test the system's real-time emotion detection 
capabilities using live camera feed. 
- Procedure: 
- Set up a webcam or camera to capture live video. 
- Implement face detection using Haar Cascade in real-time. 
- Use Dlib for facial landmark detection and alignment if 
necessary. 
- Pre-process the detected faces and classify emotions using 
the trained CNN model. 
- Display the predicted emotions on the video feed in real-
time. 
- Measure the system's responsiveness and accuracy in a 
real-world scenario3. 

 
5. Integration and Optimization 

To ensure the system runs efficiently in real-time, several 
optimization techniques are applied: 

 
-Model Optimization: Reducing the model size and 
complexity without sacrificing accuracy. Techniques like 
pruning and quantization can be employed. 
-Efficient Computation: Leveraging hardware acceleration 
(e.g., GPU) for faster computation of neural network 
operations. 
-Code Optimization: Writing efficient code for video 
processing and emotion detection to minimize latency3. 
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2. Methodology 
 
The methodology for the "Real Time Emotion Detection Using 
Deep Learning" project involves several key components, 
including data collection, preprocessing, model design and 
training, and implementation. The project evaluates the 
system's performance through a series of experiments using 
internal images, video data, and real-time camera input. 
Below, we provide detailed information on the specific 
algorithms used, namely the Haar Cascade algorithm and the 
Histogram of Oriented Gradients (HOG) algorithm, which play 
crucial roles in face detection.  

1. Haar Cascade Algorithm 

Overview 

The Haar Cascade algorithm is a machine learning-based 
approach for object detection, developed by Paul Viola and 
Michael Jones in 2001. It is particularly effective for real-time 
face detection and is widely used in computer vision 
applications. 

Key Features 

- Feature Selection: Haar-like features are used to detect 
the presence of certain characteristics in the image. These 
features are essentially differences in the sum of pixel 
intensities between adjacent rectangular regions. 

-Integral Image: The integral image representation 
allows for rapid computation of these Haar-like features. It 
significantly speeds up the process by enabling quick 
calculation of the sum of pixel values in any rectangular 
subset of the image. 

- Cascade Classifier: A cascade of classifiers is trained 
using a technique called AdaBoost. This cascade structure 
consists of multiple stages, each containing a strong classifier. 
The image is scanned at multiple scales, and if a region fails to 
pass through any stage, it is immediately discarded, making 
the detection process efficient. 

Application in Project 

- Face Detection: The Haar Cascade classifier is used to 
detect faces in static images, video frames, and real-time 
camera feeds. It identifies regions of interest (faces) which 
are then processed further for emotion detection4. 

 

2. Histogram of Oriented Gradients (HOG) Algorithm 

Overview 

The Histogram of Oriented Gradients (HOG) algorithm is a 
feature descriptor used in computer vision and image 
processing for object detection. It was introduced by Navneet 
Dalal and Bill Triggs in 2005 and is particularly effective for 
detecting objects in images by capturing the structure or 
shape. 

 

Key Features 

- Gradient Computation: The first step involves 
computing the gradient of the image intensity in both 
horizontal and vertical directions. This highlights edges and 
corners, which are crucial for object detection. 

- Orientation Binning: The image is divided into small-
connected regions called cells, and for each cell, a histogram 
of gradient directions (or orientations) is compiled. 

- Descriptor Blocks: Cells are grouped into larger, 
spatially connected blocks. The histograms from all cells in a 
block are concatenated to form a feature descriptor. 

- Normalization: To account for variations in lighting and 
contrast, the histograms are normalized. This ensures that 
the feature descriptor is robust to changes in illumination. 

Application in Project 

- Facial Landmark Detection: While the Haar Cascade 
algorithm is used for initial face detection, the HOG algorithm 
can be employed for detecting facial landmarks. These 
landmarks (e.g., eyes, nose, and mouth) are critical for 
aligning and preprocessing the face before feeding it into the 
emotion classification model4. 

 

3. Data Collection 

The project uses the Fer2013 dataset, a widely recognized 
dataset for facial emotion recognition. It contains grayscale 
images of faces, each labeled with one of seven emotions: 
anger, disgust, fear, happiness, sadness, surprise, and 
neutral4. 

 

4. Data Preprocessing 

Data preprocessing is crucial for improving the 
performance and accuracy of the emotion detection system. 
The preprocessing steps include: 

- Face Detection: Using the Haar Cascade classifier to 
detect faces in the images. 

- Grayscale Conversion: Converting color images to 
grayscale to reduce computational complexity and focus on 
essential features. 

- Normalization: Normalizing pixel values to a range of 0-
1 to ensure uniformity in the input data. 

- Resizing: Resizing images to a fixed dimension (e.g., 
48x48 pixels) to ensure consistent input size for the neural 
network4. 

 

5. Model Design and Training 

The core of the emotion detection system is a 
Convolutional Neural Network (CNN) designed and trained to 
classify facial emotions. The steps involved in model design 
and training include: 
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-  Building the CNN: Using Keras and TensorFlow to build 

a CNN architecture. The model typically includes multiple 
convolutional layers, pooling layers, dropout layers, and fully 
connected layers to capture and learn the features of different 
emotions. 

-Compilation: Compiling the CNN model with 
appropriate loss functions (e.g., categorical cross-entropy) 
and optimizers to prepare it for training. 

- Training: Training the model on the preprocessed 
Fer2013 dataset. This involves feeding the training data into 
the model, allowing it to learn from the data by adjusting 
weights through backpropagation. 

-Validation: Using a validation set to tune hyper 
parameters and avoid overfitting. The model's performance is 
evaluated on unseen data to ensure it generalizes well4. 
 

RESULTS 

In static Images 

In the analysis of static images from the Cohn-Kanade 
dataset, emotion detection achieved remarkable accuracy. 
Utilizing the Haar cascade filters in OpenCV, we successfully 
detected and isolated faces from each image. These faces 
were then converted to grayscale, cropped, and 
systematically stored for further processing. As illustrated in 
Figure 4, the dataset comprises these precisely cropped facial 
images. Leveraging Support Vector Machine (SVM) 
classification, our approach attained an impressive 93% 
accuracy in predicting emotions from these images. This high  

Level of accuracy underscores the effectiveness of our 
preprocessing and classification techniques5. 

Fig (1) Happy (FACS-0) 

Fig (2) Sadness (FACS-1) 

 

 

Fig (3) Fear (FACS-2) 

Fig (4) Angry (FACS-3) 
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Real Time  

In real-time analysis, the system captures video from a 

webcam and detects faces, which are highlighted with a 
yellow bounding box. The facial landmarks are then identified 
and marked with red dots. The system calculates the center of 
gravity for these landmarks, indicated by a blue dot. 
Subsequently, vectors are drawn in red lines from this central 
point to each landmark, providing a detailed geometric 
representation of the face's structure, as depicted in Figure 5. 
These vectors serve as input features for emotion prediction 
using Support Vector Machine (SVM) classification, displaying 
the facial landmarks and the prediction results. This 
approach efficiently integrates real-time face detection, 
landmark extraction, and emotion classification to deliver 
accurate and dynamic emotion recognition6. 

 

   Fig (5) Real Time Expression in webcam  



  

 

 

 

  Fig (6) Real Time Expression in webcam 

 

 

  Fig (7) Real Time Expression in webcam 

 

 

          Fig(8) Real Time Expression in webcam 
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  Fig (9) Real Time Expression in webcam 



  

  

 

 

          Table (2) Classification of algorithm 

 

                                                                                          

 

 

 

 

                      

               Table (1) Classification of algorithm 
 

 

 

 

 

 

 

 

 

 

 

Emotion Happy Sad Fear Angry Disgust Surprise Neutral Accuracy 

Happy 95 0 0 3 0 0 1 95% 

Sad 1 85 2 0 0 1 0 92.3% 

Fear 2 2 82 0 4 0 0 91.1% 

Angry 2 1 3 78 3 0 0 89.6% 

Contempt 0 2 1 3 0 3 0 87.7% 

Disgust 1 3 2 0 84 0 1 92.3 

Surprise 2 0 2 0 1 91 0 92.9 

Neutral 0 2 1 1 0 1 81 91.2% 

 ACCURACY 

Classification 

algorithm 

With all 

features 

With only 

vector 

length and 
Angles 

With just 

raw 

coordinat

es 

Linear SVM 94.1% 92.3% 91.5% 
Polynomial 

SVM 
91.2% 89.8% 89.9% 

K-Means 
Clustering 

88.7% 87.4% 86.6% 

Random forest 
classifier 

88.1% 81.5% 78.9% 
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 3. CONCLUSIONS 
 
The "Real Time Emotion Detection Using Deep Learning" 
project successfully developed an accurate and efficient 
system for detecting and classifying emotions through facial 
expressions. By leveraging advanced tools such as OpenCV, 
Keras, TensorFlow, Haar Cascade, and Dlib, the system 
demonstrated high accuracy, particularly achieving a 93% 
accuracy rate with SVM classification on the Cohn-Kanade 
dataset. The real-time implementation, which accurately 
detects faces, extracts facial landmarks, and classifies 
emotions dynamically, highlights the system's practical 
applicability. This project underscores the potential for 
integrating deep learning and computer vision techniques to 
enhance human-computer interaction and lays the 
groundwork for future advancements in emotion detection 
technology.8  
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