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Abstract - Making predictions in the stock market 
involves intricate strategies and relies heavily on an 
individual's experience. It can be challenging to predict 
stock prices and determine which companies are worth 
investing in due to the unpredictable nature of the stock 
market. However, the use of machine learning in this 
process has become increasingly prevalent in recent years. 
In the past few decades, the stock market's highly 
theoretical and speculative nature has been studied by 
capturing and utilizing repetitive methods. This research 
paper delves into utilizing cutting-edge machine-learning 
techniques for stock price prediction. The aim is to heighten 
precision in forecasting and evaluate different 
methodologies. The proposed technique involves using 
various regressors, including the Decision Tree Regressor, 
Random Forest Regressor, XGB Regressor and others. We 
have used the standard indicator Root Mean Square Error 
(RMSE) to evaluate the models. A lower RMSE score 
indicates higher efficiency of the trained models. 
Additionally, the financial data comprises several factors, 
including data, volume, open and closing prices of stocks, 
etc. With these techniques, we aspire to acquire valuable 
insights into the stock market, enabling us to make more 
informed investment decisions.  

1.INTRODUCTION  

The stock market is a wealth hub, with the equity capital 
markets serving as a platform for trading company shares. 
Participants who buy, sell, and exchange stocks are 
commonly referred to as traders. The equity market in the 
United States is the largest in the world and remains the 
deepest, with high levels of liquidity and efficiency. In 
2023, it represented 42.5% of the total global equity cap of 
$108.6 trillion, a significant increase from 2019's $85 
trillion equity. The concept of Stock Market Prediction 
involves the effort to anticipate or estimate the upcoming 
value of a specific stock, a particular market segment, or 
the overall market. It is a process that typically entails 
analyzing various market indicators, such as market 
trends, historical data, and economic factors, to try and 
project the future performance of the stock market. This is 
a crucial exercise for investors, as it aids them in making 
informed decisions about which stocks to buy, sell, or hold. 
Investors have always sought ways to enhance their 
investment performance, and for the longest time, this 
required years of practice and experience. However, for 

newbies in the stock market, navigating its complexities 
and constantly shifting landscape can prove daunting. This 
often results in significant losses for beginners, so many 
people hesitate to invest in the stock market due to 
perceived risks. 

Historically, there have been two primary approaches to 
predicting stock market trends. The first method is a 
quantitative analysis that involves examining historical 
data such as opening and closing prices, fluctuations, and 
other key metrics. This data is then analyzed to identify 
patterns and trends that can be used to project future 
market movements. The second method is a qualitative 
analysis that involves examining external factors such as 
company and market profiles, socio-economic conditions, 
and political factors. This approach often involves 
sentimental analysis, which seeks to determine how 
investors feel about certain stocks and the market. 
Financial analysts and investors have used both methods 
for many years to try to gain insight into the complex and 
ever-changing world of the stock market. Nowadays, 
advanced intelligence techniques such as Artificial 
Intelligence and Machine Learning are used to predict 
stock prices. There are primarily four types of machine 
learning. 

 Supervised Learning 

 Unsupervised Learning 

 Semi-Supervised Learning 

 Reinforcement Learning 

 

Fig -1: Types of Machine Learning 
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Our chosen approach in price prediction is called 
supervised learning. This method involves feeding the 
model with labelled datasets during the training phase. 
Through this process, the model becomes capable of 
recognizing complex patterns and making accurate 
predictions based on the information it has learned. 
Various fields such as artificial intelligence, data mining, 
and machine learning extensively utilize this approach. By 
utilizing supervised learning, we can ensure that our 
model is well-equipped to handle complex data sets and 
provide reliable results. The labeled dataset specifies that 
some of the inputs are already mapped to the outputs. In 
analyzing stock data, We have come across a few 
successful techniques, including neural networks, support 
vector machines, and random forests.. Neural networks, in 
particular, are exceptionally useful, as they use deep 
learning architectures that can grasp intricate temporal 
patterns and dependencies within the data. Conversely, 
support vector machines excel at identifying nonlinear 
relationships and creating effective decision boundaries. 
Lastly, utilizing ensemble methods such as random forests 
can help handle feature interactions and improve 
generalization. Combining these various approaches can 
significantly improve the accuracy and practicality of stock 
market analysis as the historical stock data are non–linear 
and huge, which are very time-consuming if predicted by 
humans. Hence, an efficient machine-learning method is 
required to deal with a variety of data. 

We sourced a dataset from Kaggle.com which provides 
comprehensive information on the performance of Tesla 
stocks. The dataset features several columns such as Date, 
Open, High, Low, Volume, and Close. Our proposed 
methodology involves the division of the dataset into two 
distinct parts: one for training the model and another for 
testing. This approach enables us to make a comparison 
between the predicted output and the actual price, which 
we then analyze for insights. As the dataset comprised 
continuous values, we opted to implement regressors to 
forecast the closing rate. To gauge the accuracy of our 
forecast, we utilized the standard method of measuring 
Root Mean Square Error (RSME). RSME calculates the gap 
between the forecasted values produced by the model and 
the actual values. 

 

Fig - 2: Formula for calculating RSME 

 Σ -  It represents the Sum. 

 di- This indicates the anticipated outcome for the 
ith 

 pi- This is the estimated value for the ith 

 n - It shows the estimated sample size. 

When the RSME value is lower, it is an indication that the 
models that have been trained are functioning with a high 
level of efficiency. 

2. TECHNIQUES 

The technique of Machine Learning Regression explores 
the relationship between variables and a dependent 
variable. It is a method for predictive modeling in Machine 
Learning. This technique helps analyze how the dependent 
variable's value changes in response to an independent 
variable while other independent variables remain 
constant. The main goal is to create a line or curve that 
accurately links all the data points. 

2.1 Linear Regression  

 Supervised machine learning involves the use of linear 
regression algorithm that calculates the linear relationship 
between a dependent variable and various independent 
features or variables. Its goal is to find the most efficient 
linear equation that can predict the value of the dependent 
variable accurately. This equation can be graphed as a 
straight line, demonstrating the connection between two 
variables - one independent and one dependent.  

 The slope of the line signifies how the dependent 
variable shifts with each unit change in the independent 
variable. To find the best fit for a pair of data points, there 
are easy-to-use linear regression calculators that utilize the 
least square method. 

2.2 Decision Tree Regression  

This tool is designed to aid in decision-making and uses 
a flow chart structure resembling a tree. It analyses object 
features and trains a model within the tree structure to 
predict data that produces meaningful continuous output. 
This algorithm tries to predict a continuous target variable 
by cutting the feature variable into small zones and each 
will have a prediction. 

2.3 Random Forest Regression   

It is an ensemble technique that uses multiple decision 
trees, known as Aggregators, to perform both regression 
and classification tasks. It starts from the root of each tree 
and follows splits based on variable outcomes until a leaf 
node is reached, producing a result. 

2. 4 Gradient Boost Regression    

This algorithm is a strong tool that combines multiple 
weaker ones to improve results. The objective of this 
regression technique is to optimize the loss function, such 
as mean squared error or cross-entropy, based on past 
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attempts. It is constructed in stages, similar to other 
boosting methods, but it surpasses those methods by 
offering the ability to optimize any differential loss 
function. 

2. 5 XGBoost Regression   

   This is a well-executed application of the gradient-
boosting algorithm, which is a type of ensemble learning 
approach. It involves utilizing base learners that may not 
perform well individually, but when their predictions are 
combined, the weaker ones are eliminated while the 
stronger ones add up to generate accurate final 
predictions. 

3. LITERATURE SURVEY 

Singh Sukhman et el [1] used different methods such as 
SVM, Regression, and Random Forest to analyze data. The 
methodology also includes combining two or more 
techniques to create hybrid models.. However, despite 
examining the primary factors affecting the stock price, a 
higher level of accuracy was not achieved. 

Kumar I et el [2] has used various techniques including 
Support Vector Machine (SVM), Naive Bayes, K-Nearest 
Neighbor (KNN) for prediction, and Random Forest. 
Additionally, several indicators were applied to the dataset, 
which was collected from multiple sources. Among the 
algorithms used, Random Forest provided the most 
promising results for the datasets. 

Misra Meghna et el [3] concudes that Linear regression 
shows the best result on applying Principal Component 
Analysis. The Linear Regression is most preferred as the 
binary classification technique utilizing the Random Forest 
Approach yielded a high accuracy rate, resulting in 
increased confidence values.. 

Jasic et el [4] has applied ANN technique to predict daily 
stock market index returns. The dataset contains 
information on various global stocks in the market. The 
suggested method involves utilizing untreated data inputs to 

forecast short-term market index returns. The authors has 

evaluated the prediction accuracy of the neural network by 

comparing it to a benchmark linear auto-regressive model.. 

Liao,Z et el [5] implemented a time-effective natural 
networking model to find the relationship between 
numerous financial and economic variables. The model's 
forecasting performance was evaluated over an 18-year 
period, from December 19, 1990, to June 7, 2008, using 
Volatility parameters. 

Chong, E et el [6] have used deep learning networks to 
make predictions and analyze the market. The networks 
were able to extract features from a large set of raw data 
using high-frequency intraday stock returns as input data, 

without relying on prior knowledge of predictions. The 
study used Principal Component Analysis, Autoencoder, 
and Restricted Boltzmann Machine to make predictions. On 
the other hand the results suggests that the analysis 
generated additional information and insights in addition 
to the predictions made. 

Ingle, V et el [7]  have utilized different TF-IDF features to 
predict the future prices of stocks. The dataset was made 
by gathering information from different news channels. 
The HMM model was introduced for calculating the 
probability of switching and contained values. From the 
models, it was observed that around 0.2 to 4 % of error 
was reported. However, an increase in the size of the 
dataset will also increase the size of the learning model. 
Hence there is a probability of a decrease in error. 

Vats, P. et el [8] discussed techniques that go beyond just 
predicting stock prices and can be used to analyze 
financial markets. These techniques involve using 
quantitative analysis and optimal strategies. In addition, it 
was suggested that sentimental analysis is necessary for 
accurately predicting stock costs. In order to accomplish 
this goal, it is suggested that text mining and machine 
learning techniques be employed to monitor public 
interactions on digital financial trading platforms. 

4. METHODOLOGY 

Our proposed methodology employs the powerful tool of 
Supervised machine learning to accurately forecast the 
closing rate of stock prices as we are performing the task of 
prediction hence the Regression is the perfect fit for the 
task. This research aims to revolutionize the way we 
predict stock prices and provide a more efficient and 
effective approach to handling their unpredictable and 
dynamic nature. To handle complex multidimensional data 
arrays, we have utilized the widely-used Pandas and 
Numpy libraries. Initially, we retrieved the data from its 
designated location and thoroughly examined the columns: 
Date, Open, High, Low, Close, Volume, and Adj Close. 

 

Fig -3: Depiction of Dataset 

After detecting missing values, we discovered that the data 
had a shape of (1692,7). In order to clean the data and 
optimize our methodology, we meticulously checked the 
data types and made necessary changes. For example, we 
converted the Date column from float data type to 
datetime data type using the DateTime library. For 
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training our models, we have divided dataset into training 
and test sets which contain (1500,7) and (192,7) rows, 
respectively. Additionally, we have changed the data type 
to day and month column to Date data type. In order to 
test the model and its efficiency, we have removed the 
Close and Adj Close columns and we have used the train 
test split function with train_size was set to 0.7 , test_size 
was made 0.3 , random_state was provided with value 0 
while shuffle was True in order to improve the learning of 
the respective models.  

The future selection plays a major role in the formation of 
the most efficient machine learning models hence to check 
the correlation of the selected columns, we have used 
Pearson Correlation, which targets to both reduction in 
computational cost of modelling and improve the 
performance of the model. There are two distinct types of 
correlations. When there is a positive correlation between 
two features, it means if there is increase in feature A, so 
does feature B. Likewise if feature A decreases, feature B 
will also decrease. The two features move in sync and have 
a linear relationship. On the other hand, a negative 
correlation means that if feature A increases, feature B will 
decrease and vice versa. On applying this on our dataset, 
we have got open, high, low to be and volume to be on 
positive correlation while month day and on the negative 
correlation. 

 

Fig -4: Pearson Correlation of features 

We have used the Variance Threshold for future selection, 
which increases its robustness hence for this particular 
dataset, we have changed the threshold value to 0.8. Then, 
we have used the train data for training the machine 
learning model, particularly we have used Linear 
Regression, Decision Tree Regression, Gradient boost 

Regression and XG Boost Regression techniques and used 
the testing data to check the efficiency of the model. In 
order to check the efficiency o the respective machine 
learning models RSME value is calculated and the model 
with the lowest RSME value is considered to be the most 
efficient model of the used models.  

The RSME values play a significant role in determining 
the best model for a given dataset. Since the data is linear 
in nature, we have utilized the Regression method to 
predict the closing price in the dataset. Finally, the best-
predicted value is integrated with the primary dataset to 
visualize the predicted value. The RSME values play a 
significant role in determining the best model for a given 
dataset. Since the data is linear in nature, we have utilized 
the Regression method to predict the closing price in the 
dataset. Finally, the best-predicted value is integrated with 
the primary dataset to visualize the predicted value. 

 

Fig -5: The representation of the proposed 
methodology 

5. RESULT 

As an individual with investments, it is of utmost 
importance to remain vigilant regarding the stock market 
and the overall economy. The stock market is closely 
entwined with a country's economic progress and has the 
potential to attract substantial investments. Investing in 
equities can be a commendable way to support companies 
and the general public's interests. However, it is critical to 
possess the ability to predict the fluctuation of stock prices 
and market trends to avoid significant losses and make 
knowledgeable decisions. By keeping a close watch on 
market trends and seeking guidance from experts in the 
field, investors can maximise their investments and reap 
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the benefits. The various machine learning algorithm 
produced different results. 

Table -1: RSME value of respective Regression method 
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Sno. Machine Learning 
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1. Linear Regression 1.6508 

2. Decision Tree Regression 2.7674 

3. XGBoost Regression 2.7230 

4. Gradient Boost Regression 2.2354 


