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Abstract - Association rule mining is 

performed in production of frequent item sets and rule 
generation. Mining association rules cannot be 
rewarded completely, unless it is utilized to improve 
decision making process in a firm. Here, we are 
concerned with discovering positive and negative 
association rules. An apriori algorithm can find all 
valid positive and negative association rules and 
overcome some limitations of the previous mining 
methods, some of the practitioners had motivated to 
optimize the rule for analysis purpose because of the 
size and complexities of rules observed in  previous 
mining methods. We can predict the rules by using 
genetic algorithm. The major advantage of genetic 
algorithm is, they perform global search and its 
complexity is less compared to other algorithms. This 
work is proposed to find all the possible optimized rules 
from given data set using genetic algorithms. 
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1. INTRODUCTION 

1.1 Data Mining Algorithms  
A data mining [1][5][19] algorithm is a set of heuristics 
and calculations that creates a data mining model [6] from 
data. To create a model, the algorithm first analyzes the 
data which is provided, considering specific types of 
patterns or trends. The algorithm uses the results of this 
analysis to define the optimal parameters for creating the 
mining model [8]. These parameters are then applied 
across the entire data set to extract actionable patterns 
and detailed statistics. 
The mining model [13] that an algorithm creates from the 
data can take various forms, including: 

 A set of clusters [11] that describe how the cases 
in a dataset are related. 

 A decision tree that predicts an outcome. 
 A decision tree describes how different criteria 

affect that outcome. 
 A mathematical model that forecasts sales. 

 A set of rules that describe how items are grouped 
together in a transaction 

1.2 Apriori Algorithm 
Apriori is an algorithm [2][3][4][9] for frequent item set 
mining(I) and association rule learning over transactional 
databases. It proceeds by identifying the frequent 
individual items in the database and extending them to 
larger “ I “ as long as those “ I “ appear sufficiently often in 
the database. The frequent “ I “ determined by apriori can 
be used to determine association rules which highlight 
general trends in the database. Apriori is designed to 
operate on databases containing transactions for finding 
association rules in data which has no transactions or no 
timestamps. Each transaction is seen as a set of items, 
given a threshold “ C”, the apriori algorithm identifies the “ 
I “ which are subsets of at least “C” transactions in the 
database . Apriori uses a "bottom up" approach, where 
frequent subsets are extended one item at a time , and 
groups of candidates are tested against the data. The 
algorithm terminates when no further successful 
extensions are found.Apriori uses breadth-first search and 
a has tree structure to count candidate “ I “ efficiently. It 
generates candidate “ I “ of length “K” from “ I “ of length 
“K-1”. Then it prunes the candidates which have an 
infrequent sub pattern. According to the downward 
closure lemma, the candidate set contains all frequent K-
length “ I “. After that, it scans the transaction database to 
determine frequent “ I “ among the candidates. 
The pseudo code for the algorithm is given below for a 
transaction database “T” and a support threshold of  “€”. 

 Usual set theoretic notation is employed; though 
note that “T” is a multi set.  

 “Ck” is the candidate set for level “K”.  
 for each step, the algorithm is assumed to 

generate the candidate sets from the large “I” of 
the preceding level, heeding the downward 
closure lemma.  

 do 
 Count(C) accesses a field of the data 

structure that represents candidate set 
C, where C==0. 

 Implementing the data structure used for 
storing the candidate sets. 

 Done 

 
 
 

http://en.wikipedia.org/wiki/Association_rule_learning
http://en.wikipedia.org/wiki/Databases
http://en.wikipedia.org/wiki/Association_rules
http://en.wikipedia.org/wiki/Database
http://en.wikipedia.org/wiki/Database
http://en.wikipedia.org/wiki/Breadth-first_search
http://en.wikipedia.org/wiki/Hash_tree_%28persistent_data_structure%29
http://en.wikipedia.org/w/index.php?title=Downward_closure_lemma&action=edit&redlink=1
http://en.wikipedia.org/w/index.php?title=Downward_closure_lemma&action=edit&redlink=1
http://en.wikipedia.org/w/index.php?title=Downward_closure_lemma&action=edit&redlink=1


          International Research Journal of Engineering and Technology (IRJET)               e-ISSN: 2395-0056 

               Volume: 02 Issue: 05 | Aug-2015           www.irjet.net                                                      p-ISSN: 2395-0072 

 

© 2015, IRJET                                    ISO 9001:2008 Certified Journal                                                                 Page 1263 
 

 
1.3 Genetic Algorithms 
 
A GA is a search heuristic that mimics the process of 
natural selection. This heuristic is routinely used to 
generate useful solutions to optimization and problems. 
Genetic algorithms belong to the larger class of 
evolutionary algorithms (EA), which generate solutions to 
optimization problems using techniques inspired by 
natural evolution, such as inheritance, mutation, selection, 
and crossover.In a genetic algorithm [10][12][20], a 
population of candidate solutions, has a set of mutated, 
altered, traditional, solutions which are represented in 
binary strings of 0’s and 1’s. The evolution usually starts 
from a population of randomly generated individuals, and 
is an iterative process, with the population in each 
iteration called a production. In each production, the 
fitness of every individual in the population is evaluated; 
the fitness is usually the value of the objective function 
[14] in the optimization problem being solved. The more 
fit individuals are stochastically selected from the current 
population, and each individual's genome is modified to 
form a new generation. The new generation of candidate 
solutions is then used in the next iteration of the 
algorithm. Commonly, the algorithm terminates when 
maximum number of generations has been produced, or a 
satisfactory fitness [15][21] level has been reached for the 
population. 

 

1.4 Mining Association Rules 
 

Mining association rules [7][13] are intended to identify 
strong rules discovered in databases using different 
measures of interest. Based on the concept of strong rules 
introduced, association rules for discovering regularities 
between items in large-scale transaction data recorded by 
point-of-sale (POS). Analysis association rules are 
employed today in many application areas including web 
usage mining [16], intrusion detection [17], Continuous 
production bioinformatics. In contrast with sequence 
mining, association rule learning [18] typically does not 
consider the order of items either within a transaction or 
across transactions. The problem of association rule 
mining is defined as: Let I= { i1, i2,......... in} be a set of “n” 
binary attributes called items. Let D= { t1, t2,......... tm} be a 
set of transactions called the database. Each transaction in 
“D” has a unique transaction ID and contains a subset of 
the items in “I”. A rule is defined as an implication of the 
form X=>Y where X, Y ⊆ I and X  . The sets of items 

“X” and “Y” are called antecedent and consequent of the 
rule respectively. 

 

 

Process 

 

Fig - 1: Frequent item set lattice  
 
Frequent item set lattice, where the colour of the box 
indicates how many transactions contain the combination 
of items. Note that lower levels of the lattice can contain 
at most the minimum number of their parent items; e.g. 
{ac} can have only at most min(a,c) items. This is called 
the downward-closure property. Association rules are 
usually required to satisfy a user-specified minimum 
support(MINSUP) and a user - specified minimum 
confidence (MINCONF) at the same time. Association rule 
generation is usually split up into two separate steps: 

1. First, minimum support is applied to find all 
frequent “ I “ in a database. 

2. Second, these frequent “ I “ and the minimum 
confidence constraint are used to form rules. 

While the second step is straightforward, the first step 
needs more attention.Finding all frequent “ I “ in a 
database is difficult since it involves searching all possible 
“ I “. The set of possible “ I “ is the power set over “I” and 
has size “2n – 1”. Although the size of the power set grows 
exponentially in the number of items n in “I”, efficient 
search is possible using the downward-closure property 
of support, which guarantees that for a frequent item set, 
all its subsets are also frequent and thus for an infrequent 
item set, all its supersets must also be infrequent. 
Exploiting this property, efficient algorithms can find all 
frequent “ I “. 
 

2. PROPOSED SYSTEM 
 
Let I= { i1, i2,......... im} be a set of literals, called items. Let D 
be a set of transactions, where each transaction T is a set 
of items such that T ⊆ I, associated with each transaction 
is a unique identifier, called its TID. We say that a 
transaction T contains X, a set of some items in I, if X⊆ T. 
An association rule is an implication of the form X⇒ Y, 
where X⊂ I, Y⊂ I, and X∩Y= ∅.The rule X⇒Y holds in the 
transaction set D with confidence C, if C% of transactions 
in D that contain X also contain Y. The rule X⇒Y has 
support S in the transaction set D if S% of transactions in 
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D contains X∪Y.Given a set of transactions D, the problem 
of mining association rules is to generate all association 
rules that have support and confidence greater than the 
user-specified MINSUP and MINCONF respectively.The 
problem is usually decomposed into two sub problems, 
one is to find those “ I “ whose occurrences exceed a 
predefined threshold in the database; those “I“ are called 
frequent or large “I”. The second problem is to generate 
association rules from those large “I” with the constraints 
of minimal confidence. Suppose one of the large “ I “ is LK, 
LK = {I1, I2, … , IK}, association rules with this “ I “ are 
generated in the following way: the first rule is  {I1, I2, … , 
IK-1}⇒ {IK}, by checking the confidence this rule can be 
determined as interesting or not. Then other rule are 
generated by deleting the last items in the antecedent and 
inserting it to the consequent, further the confidences of 
the new rules are checked to determine the 
interestingness of them. Those processes iterated until 
the antecedent becomes empty. Since the second sub 
problem is quite straight forward, most of the researches 
focus on the first sub problem. The apriori algorithm finds 
the frequent sets L in Database D. 
Let X,Y ⊆ I be any two “ I “. Observe that if X ⊆ Y, then 
sup(X) ≥ sup(Y ), which leads to the following two 
corollaries: 

 If X is frequent, then any subset Y ⊆ X is also 
frequent. 

 If X is not frequent, then any superset Y ⊇ X 
cannot be frequent. 

Based on the above observations, we can significantly 
improve the item set mining algorithm by reducing the 
number of candidates we generate, by limiting the 
candidates to be only those that will potentially be 
frequent. First, we can stop generating supersets of a 
candidate once we determine that it is infrequent, since 
no superset of an infrequent item set can be frequent.           
 Second, we can avoid any candidate that has an 
infrequent subset. These two observations can result in 
significant pruning of the search space. 

 Find frequent set LK-1 
 Join Step.  

 CK is generated by joining LK-1 with itself 
 Prune Step.  

 Any (K-1) item set that is not frequent 
cannot be a subset of a frequent K-item 
set, hence it should be removed. 

where 
 (CK: Candidate item set of size K) 
 (LK: frequent item set of size K) 

GAs simulates the survival of the fittest among 
individuals over consecutive generation for solving a 
problem. GAs are based on an analogy with the genetic 
structure and behaviour of chromosomes within a 
population of individuals using the following 
fundamentals: 

 Individuals in a population compete for resources 

and mates.  
 Those individuals most successful in each 

'competition' will produce more offspring than 
those individuals that perform poorly.  

 Genes from `good' individuals propagate 
throughout the population so that two good 
parents will sometimes produce offspring that 
are better than either parent.  

 Thus each successive generation will become 
more suited to their environment.  

 
Support:    
 
     Support = (X  Y).count / n 

Here the support count of item set X is denoted by X.count 
in a data set T and it has a number of n transactions 
 
Horizontal database: 
 
The transaction id (TID) item set format that is {TID : item 
set } and the item set is the set of items bought is 
transaction TID is known as horizontal data format 
 
Table -1: Horizontal database view 
 

Transaction 

id or TID 

Item 

sets 

1 a,b,c,d,e  

2 a,b 

3 a,b,c,d 

4 a,b,c  

5 b,c 

6 c,d,e 

7 e 

8 d,e 

9 a,c,e 

10 a,b,d 
 

 

 
3. IMPLEMENTATION  
 

Based on Natural Selection 

After an initial population is randomly generated, the 
algorithm evolves the through three operators:  

1. Selection which equates to survival of the fitness;  
2. Crossover which represents mating between 

individuals;  
3. Mutation which introduces random 

modifications.  
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3.1 Selection Operator 
 Key idea: give preference to better individuals, 

allowing them to pass on their genes to the next 
generation.  

 The goodness of each individual depends on its 
fitness.  

 Fitness may be determined by an objective 
function or by a subjective judgement.  

3.2 Crossover Operator 
 Prime distinguished factor of GA from other 

optimization techniques  
 Two individuals are chosen from the population 

using the selection operator  
 A crossover site along the bit strings is randomly 

chosen  
 The values of the two strings are exchanged up to 

this point  
 If S1=000000 and s2=111111 and the crossover 

point is 2 then S1'=110000 and s2'=001111  
 The two new offspring created from this mating 

are put into the next generation of the population  
 By recombining portions of good individuals, this 

process is likely to create even better individuals  
 

3.3 Mutation Operator 
 

 With some low probability, a portion of the new 
individuals will have some of their bits flipped.  

 Its purpose is to maintain diversity within the 
population and inhibit premature convergence.  

 Mutation alone induces a random walk through 
the search space  

 Mutation and selection create a parallel, noise-
tolerant, hill-climbing algorithms  

 
Fig -2: Crossover operation in between two bit springs  
 

 

Fig -3: Single Point Crossover 
 
4. USER INTERFACE DIAGRAM 
 
Initially the user or administrator login. Then it checks 
whether the login process is valid or not. If valid, then 
assign a valid data set which has the item sets is displayed. 
Then enter the MINSUP count manually and the item sets 
are generated by using apriori algorithm and the most 
frequent item sets with the user defined MINSUP are 
displayed. Then for optimizing the generated frequent 
item sets, we first generate or select the chromosomes and 
apply cross over and mutation operation, then performs 
mutation on those child’s to give the combinations in the 
form of positive and negative association rules    
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Fig - 4: User Interface Diagram for Association Mining 
Rules 
 

4.RESULTS AND EXPLANATION 
 
Table -2: Table 2: SUP COUNT and SUP values of L1 for 
item sets(a,b,c,d,e) 

 

     
                                 

     From table(2), let a,b,c,d,e are resources produced in data 
set and 0.1,0.2,0.3,0.4,0.5 and 0.6 are minimum support 
values which are obtained by using apriori and genetic 
algorithms. Now, the SUP COUNT , SUP values are 6,0.6 for 
minimum support value 0.1 which is shown above. 

Similarly all the resource values considered as the same. 
But in the last column, the values of both d,e are null 
represented by “***” because its SUP values are less than 
its minimum support value.   

 

Chart -1: Varying in SUP count and SUP level values @ 
different ranges say 0.1 to 0.6 
 
From chart (1), let 0.1, 0.2, 0.3, 0.4, 0.5, 0.6 are minimum 
support values. For 0.1, the SUP value is 0.6 which is 
shown on y-axis, similarly all the values considered the 
same and at 0.6, the SUP values of both d,e are less than 
the minimum support value, so it has no bar graphs.  
 
Table -3: SUP COUNT and SUP values of L2 for item 
sets(a,b,c,d,e) 
 

 
 
From table(3), the resources are {(a,b)(a,c) (a,d) 
(a,e)(b,c)(b,d)(b,e)(c,d)(c,e)(d,e)} and 0.1,0.2,0.3,0.4,0.5 
and 0.6 are  minimum  support  values. Here we didn’t 
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mention 0.6 because its value is larger than SUP value of 
(a,b,c) 

 

Chart -2: Varying in SUP count and SUP level values @ 
different ranges say 0.1 to 0.5 
 
Let{(a,b)(a,c) (a,d) (a,e) (b,c) (b,d) (b,e) (c,d) (c,e) (d,e)}   
are resources. For resource (a,b), the SUP COUNT  value is 
5 and SUP  value is 0.5. Similarly all values are considered 
like this only. At 0.2, for resource (b,e), the SUP value is 0.1 
which is less than minimum support value i.e., 0.2, has no 
bar chart. Similarly same as remaining all the resources 
which are shown in graph as different colours. 

 
Table -4: SUP COUNT and SUP values of L3 for item 
sets(a,b,c,d,e)  

  
 
For L3, here {(a,b,c)(a,b,d)(a,b,e)(a,c,b)(a,c,e)(a,d,e)}                      
are resource produced in data set and  for resource 
“(a,b,c)” the SUP COUNT is 3 and SUP is 0.3.  Here the 
“(a,b,c)” are repeated in three data set items. Similarly all 
values are considered like this. 

 
 
Chart -3: Varying in SUP count and SUP level values @ 
different ranges say 0.1 to 0.3 
 
From chart (3), {(a,b,c) (a,b,d) (a,b,e) (a,c,b) (a,c,e) (a,d,e)} 
are resource produced in data set. The SUP COUNT ,SUP 
values are 3, 0.3 for “0.1” which is shown in graph as a 
bars on Y-axis,and same as remaining  resources.  
 
Table -5: SUP COUNT and SUP values of L4 for item 
sets(a,b,c,d,e) 

 

   For L4, here {(a,b,c,d)(a,b,c,e)(a,b,d,e)} are resources. For 
resource “(a,b,c,d)” the values of  SUP COUNT is 2 and SUP 
is 0.2 are obtained.  Similarly all the values are considered 
the same. 

 

Chart -4: Varying in SUP count and SUP level values @ 
different ranges say 0.1 to 0.2 
 
From the chart (4) let {(a,b,c,d)(a,b,c,e)(a,b,d,e)} are 
resources produced. Here clearly the lines noticed that at 
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0.1 the SUP COUNT  for (a,b,c,d) is 2,1,1 and SUP is 
0.2,0.1,0.1. Similarly for 0.2 , here it shows only single line 
that is, the SUP COUNT value is 2 for (a,b,c,d).  

 
Table -6: SUP COUNT and SUP values of L5 for item 
sets(a,b,c,d,e) 

  

 
L5 

  

     

  
0.1 

 

  

SUP 
COUNT SUP 

 
 

a,b,c,d,e 1 
  

For L5, only the resource (a,b,c,d,e) is produced only once, 
so the SUP value is 1 

 

 

 

 
 

  

   

   

   

   Chart -5: Varying in SUP count and SUP level values say 
0.1 
            
From chart (5) let 0.1 be a single point on X-axis. Here the 
SUP COUNT value is 1, hence it is shown as a single line 
only. 

 
6. CONCLUSION 
 
We designed efficient mining method by obtaining 
positive and negative association rules in database and 
optimization of positive and negative association rule 
using genetic algorithm, the design of pruning strategies 
for reducing the search space and improving the usability 
of mining rules are used to correlate to association with 
mining methods. The approach is effective, efficient and 
promising. 
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