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Abstract - In this paper, a lifting based parallel 3-D 
Discrete Wavelet Transform (DWT) architecture is 
proposed. Four parallel temporal and spatial DWT 
components of the proposed architecture bequeaths 
high throughput of 16 results per clock cycle. To 
ascertain the temporal and spatial processing, we 
deploy 1-D DWT blocks. It was seen that the usage of 4 
parallel spatial processors lessens the need of frame 
memory in case of temporal transformation. Also, lower 
power designs are possible due to higher throughput 
that reduces the number of working cycles, 
considerably. We make use of Verilog for the realization 
of the Register Transfer Logic (RTL) of the proposed 
architecture. The verification of the same is 
accomplished using ModelSim Simulator. The 
performance analysis of the proposed architecture is 
done by synthesizing for the Xilinx Virtex-VI series by 
proper acquisition of diverse factors through the 
synthesis report produced by Xilinx ISE. 

Key Words – VLSI, Discreet Wavelet Transform, 3D-
DWT, RTL. 
 
1. INTRODUCTION 
 The credit of the development of the DWT goes to 
Alfred Haar, a Hungarian mathematician. The Haar 
transform deals with pairing up the values inputted 
storage of the difference and producing the sum. This is a 
recursive function involving the pairing of the sums to 
obtain the succeeding scales. Thus 2n-1 differences and one 
final sum are obtained. In 1988, Ingrid Daubechies, a 
Belgian mathematician formulated the most commonly 
used DWTs. This basically involved recursive generation of 
discreet samples (each resolution being twice the previous 
one). Many new formulations to the Daubechies wavelets 
have been added from the time of its invention. 

Popular forms of DWTs includes the decimated or 
the undecimated (down sampling being omitted) wavelet 
transform, Newland transform wherein an orthogonal 
wavelet basis is formed, Complex wavelet transform, 
Wavelet packet transform, etc.  

The 3D transform is obtained by a 1D DWT in 
every dimension, i.e. the 3D DWT is separable. The wavelet 
and the scaling functions, i.e. Φ(x) and Ѱ(x) for 3D DWT 
are as given below: 

 Φ (x,y,z) = Φ(x) Φ(y)Φ(z) (Scaling) 
 Ѱ1(x,y,z) = Φ(x)Φ(y)Ѱ(z) (wavelet1) 
 Ѱ2(x,y,z) = Φ (x)Ѱ (y)Φ(z) (wavelet 2) 
 Ѱ3(x,y,z) = Ѱ (x)Ѱ (y)Φ(z) (wavelet 3) 
 Ѱ4(x,y,z) = Φ(x)Ѱ(y)Ѱ(z) (wavelet 4) 
 Ѱ5(x,y,z) = Ѱ (x)Φ(y)Ѱ(z) (wavelet 5) 
 Ѱ6(x,y,z) = Ѱ (x)Ѱ (y)Φ(z) (wavelet 6) 
 Ѱ7(x,y,z) = Ѱ(x)Ѱ(y)Ѱ(z) (wavelet 7) 
 3D DWT is comparable to 1D DWT in 3 directions. 
Initially the data is transformed in the x- direction. The 
output of the high and the low pass filters being fed to the 
other filter pairs, thereby transforming the obtained data 
in along the y-plane. These 4 data streams get into 4 other 
pairs of filters and then perform the final transform along 
the z-direction. Totally 8 data streams are generated as a 
result of this process. The input to the next octave is the 
approximate signal obtained by the scaling operations. 
This signal contains roughly 90% of the total energy while 
the detailed signals are contained in the seven other 
streams.  
 Basically a 3D DWT is the amalgamation of 3 1D 
DWT along the x, y and z planes. After a 1 level 3D DWT, 
the volume of the image is decomposed into HHL, HLL, 
LHL, LLL, HHH, HLH, LHH and LLH signals. 

Transmission coupled with compression via 3D 
transform is of utmost importance in case of medical data. 
Better compression is rendered since DWT ensures 
correlation of images under test. As per the study, 3-D DCT 
is comparatively efficient when compared to the 2-D DCT 
x-ray CT. As a result, the 3-D DWT is anticipated to 
perform better in comparison to 2-D DWT. Also, it is to be 
noted that wavelets do not create blocking artificats that 
are unpredicted in case of medical images. Hence, DCT is 
not well suited for medical image compression. 
 An image sequence that is moving can be better 
depicted like multiple 2-D slices and hence, can be coded 
as 2-D images frame-by-frame, independently. However, 
the temporal dependence amongst the frames remains 
unused in 2-D coding. The 3-D sub-band is constructed and 
validated via number of researchers due to its reduced 
blocking artifacts and enhanced scalability of resolution. 

We propose a lifting based 3-D DWT architecture 
that deploys memory storage blocks for temporal and 
spatial processing. This in turn adds to the overall 
performance characteristics of the design schema. 
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The proposed method lessens the power 
consumption and latency by deploying 4-temporal 
processing components and 4-parallel 2-D DWT 
processors. 4 spatially managed frames are synchronously 
delivered to the temporal processor that saves 2 frame 
memories. This scheme uses less power due to read/write, 
lower memory addressing, and refresh operations. This 
makes it well suited for the devices operated using 
batteries. 

Discreet Wavelet Transform find tremendous 
applications in the field of preconditioning for data 
compression, acoustics, sub-band coding, astronomy, 
nuclear engineering, image and signal processing, 
Magnetic Resonance Imaging (MRI), Electro-
encephalography (EEG) [11] in neuroscience, music, 
discrimination of speech, prediction of earthquakes via 
seismic waveform analysis, data compression, fractals, 
pure mathematics, optics, turbulence, radar, computer 
vision, etc. In a broader sense, wavelets are also being 
utilized in quality control, outlier analysis, geophysics, 
biology and biological computing, astrophysics, imaging 
technology, traffic modeling in networking, aural signal 
analysis for medical science, video-signal coding, weather 
forecasting, etc. 
2. RELATED WORK 

Owing to its decorrelation feature, the DWT has 
gained mass-acceptance, right from the time of its 
invention [1] in the transformation stages for images, 
compression, video, etc. [2].  Zerves, et al, [3] proposed 
that there can be 3 architectures for a 2D DWT viz. line-
based, level-by-level and block based. Kaur, et al, [4] 
compared the efficiencies of both the DWT and the DCT 
based methods for image compression. It was found that 
DWT avoided artifacts related to blocking and rendered 
higher compression ratios. Darji, et al, [5] designed and 
proposed a high throughput, memory efficient design for 
lifting based 3D DWT. Jen-Shiun Chiang, et al, [6] proposed 
a VLSI architecture using DWT for 2D lifting based 5/3 
filter.  The main focus was to reduce the area of silicon and 
to achieve full utilization of hardware. Mansouri, et al, [7] 
devised VLSI architecture for real time video and image 
processing using 2D DWT. The system ensured low control 
complexity, least power consumption and lower space and 
time complexities. Thomas, et al, [8] proposed the 
compression technique using SPIHT on real time space 
images from NASA. Several variants of DWTs were tested 
and the folded DWT design was used exclusively for the 
study. Mohamed, et al, [9] compared the efficiency of both 
the Haar and the Daubechies wavelet transforms using 
FPGA. The result obtained via simulation is compared by 
the Bit Error Rate (BER) against the reconstructed output 
signal and the audio input signal. Yong Liu, et al, [10] 
reported the design of 2D biorthogonal DWT using 

Residue Number System (RNS) arithmetic. The results 
from the synthesis confirmed the fitting of the entire 
system on a 1,000,000 gate FPGA.  

3. PROPOSED 3-D DWT ARCHITECURE 
The proposed system architecture is shown in Fig. 

1. It is basically a one-level 3-D DWT architecture with an 
inclusion of a block level design of principal functional 
components uses a scheme that manipulates the spatial 
transform first and then its temporal counterpart. The 
following sections elaborate the functioning of the various 
functional blocks: 
The proposed 3D DWT scheme comprises of the following 
major components: 

1. Temporal Processor      2.   Spatial Processor 
The spatial processor has 4 column processing 

element (CPE) and 4 row processing elements (RPE). Every 
CPE comprises 2 data splitting module, 2 1-D DWT 
components and column memory module (CMM). Every RPE 

comprises of row memory module (RMM) and 1 data 
splitting module, 1-D DWT module.  

The input pixel values are passed to the spatial 
processor that transforms it two dimensionally with the 
aid of 2 devoted efficient components i.e., the columns and 
the row processing elements. As shown in Fig. 1, the input 
images are warehoused in the memory. This makes it 
mandatory to have the memory size larger than that of the 
image size. During the main step, the memory control 
addresses the transformed coefficients to the column 
memory and the coefficients of the band to the row 
processor. After the calculation of all the octaves, the 
coefficients are transferred for the column processing. 

RPE basically functions on the pixel values of the 
input image. The output produced by the row processor 
divides the input image into 2 bands of H and L, whereas 
CPE is idle till the input image is converted by the RPE and 
the coefficient components are stored in CMM. Then the 
column processors function on the row processed output. 
The output produced by the column processors divide the 
input image into 4 sub-bands of HH, LH, LL and HL. 

Temporal processor has 4 temporal processing 
elements termed as TPE. Every TPE comprises of temporal 
memory module - TMM and 2 1-D DWT components. 

The spatially transformed data that need to be 
decomposed consequently in the temporal domain are 
passed to the TPE. Due to the global clock, at each cycle, 2 
pixels of 2 varying frames but equal sub-bands are passed 
to the TPE for the calculation purposes. This is applicable 
between the same sub-bands of different frames. On 
similar grounds, the temporal processing continues bereft 
of any on-chip memory to back up the whole spatially 
transformed data. TMM is basically an off-chip memory that 
is often used to log the temporal processed values of 
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pixels. To combine sync in the flow of data related with 
CMM, effective addressing strategy and synchronous clock 
management are made use of.  

 
 
 

 

Fig. 1 Proposed System Architecture 
 

 

4. RESULTS AND DISCUSSION 
This section throws light on the results obtained from the 
overall implementation.  

4.1 Simulation Results 

 

Fig. 2 Simulation Waveform of 3-D DWT using 
ModelSim 

 

Fig. 3 Simulation Waveform of Proposed 3-D DWT 
using ISIM 

Fig. 4 and 5 shows the input images and the ones 
produced by MATLAB after computing them for 3-D DWT 
in ModelSim. 

 

Fig. 4 Input image sequence 

 

Fig. 5 Output images after 3-D DWT Computation 
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4.2 Device Utilization Summary Results 

Table 1 gives the summary of the device deployment 
produced from the synthesis report of structural modeling. 
By scrutinizing the results, it is obvious that there is  

radical decreasing of allocated resources of FPGA when 
modeled. Fig. 6 gives the summary of the timing results. 
structural modeling. By scrutinizing the results, it is 
obvious that there is radical decreasing of allocated 
resources of FPGA when modeled. Fig. 6 gives the 
summary of the timing results. 

Table 1. Device Utilization summary for 3-DDWT Unit 
 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 Snapshot of timing summary 



          International Research Journal of Engineering and Technology (IRJET)         e-ISSN: 2395 -0056 

               Volume: 02 Issue: 07 | Oct-2015                       www.irjet.net                                                              p-ISSN: 2395-0072 

 

© 2015, IRJET                                         ISO 9001:2008 Certified Journal                                                                    Page 284 
 

5. CONCLUSION 

The current work targeted mainly on the 
implementation of a simple, yet effective VLSI architecture 
for 3-D DWT based on a lifting based schema. This was 
necessary due to the overgrowing need of the design in 
modern day electronics. The proposed architecture makes 
it a point to cater the throughput related issues ingrained 
in conventional 3-D DWT architectures. This is achieved by 
the pipelined design of 1-D DWT that considerably reduces 
the critical path delay. ModelSim is used to serve the 
purpose of simulation to ensure proper functional 
validation and verification. In order to analyze the 
architecture to generate RTL schematic and device 
utilization summary, this project has been synthesized for 
target FPGA board using Xilinx ISE. As a summary, the 
proposed design scheme can be used in real time 
applications to overcome the curtailments corresponding 
to latency, bandwidth, transmission delays, storage, 
compression and other related issues. This opens many 
avenues of research domains to exploit and avail the 
benefits of the proposed scheme.  
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