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Abstract-The paper proposes a robust and stable Bare 

Bones particle swarm optimization based design procedure 

for digital Finite impulse response (FIR) filters.  The 

proposed BBPSO method enhances the capability to explore 

and exploit the search space to obtain the optimal filter 

design parameters.  The BBPSO uses Gaussian sampling 

strategy to modify positions and has the capability to 

operate in multidimensional search space with less number 

of control parameters.  The proposed method is effectively 

applied to the design of high-pass digital FIR filters of 20th 

and 30th order.  The computational experiments show that 

the proposed BBPSO method is superior or at least 

comparable to basic PSO algorithm and can be efficiently 

applied to higher order filter design.  
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 1. INTRODUCTION  

The digital filters are used for signal separation and signal 

restoration operation.  A digital filter is a mathematical 

algorithm that modifies the input signal for specific 

characteristics of amplitude, frequency and phase.  Image 

processing, speech synthesis, secure communication, 

instrumentation, control engineering and biomedical 

instrumentation, smart cites, internet of things etc.  are some 

of the prominent application.  In contrast to analog filter the 

digital filters can process filter online and/or offline. The main 

advantages of digital filters are summarized as: stable 

performance, adjustable frequency response, versatility, lower 

pass band ripple, faster transition, and higher stop band 

attenuation.  The point of concern of digital filters is: finite 

word length effects and long design process.  Among the 

Digital filters, FIR filter is a lucrative choice due to stability, 

possibility of exact linear phase characteristics at frequency 

band and digital implementation as non-recursive structures. 

Linear phase FIR filters are also required when time domain 

design features are specified. The digital FIR filter can be 

structured such as cascade, parallel, or lattice. FIR filter can be 

realized efficiently in hardware. To design FIR digital filters, 

the windowing method [1] approach is fast, convenient, 

robust but has large computational time, in-optimal design, 

lack of generality[2] etc. , The window design method 

provides the mean-square error approximation. Recent 

advances in technology, results in better procedures to design 

digital filters[3]. The Frequency sampling method involves 

frequency response sampling and IDFT technique to obtain 

FIR filter design.  This method has advantages of transition 

band width control. However frequency response obtained by 

interpolation is equal to the desired frequency response only 

at the sampled points and at the other points, there will be 

always a finite error present[4].  

 The objective of optimal digital filters design problem is to 

accurately control various parameters of frequency spectrum 

and thus the design problem is highly non-uniform, non-

linear, non-differentiable and multimodal in nature. Classical 

optimization methods cannot converge to the global minimum 

solution. Nonlinear optimization methods based on neural 

networks are used to design different types of discrete time 

FIR filters [4-7].  For real-time processing Hopfield neural 

network has been applied to implement the least-square 

design of discrete-time FIR filter [5]. The methods often 

results in slow convergence rate.  

The general requirement of digital filter design procedure is to 

minimize computational complexity and fast convergence 
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time.  Alternatively genetic algorithms, Particle swarm 

optimization (PSO) [6],simulated annealing [7], tabu search[8] 

etc.  are used to design digital filters.  To design digital FIR 

filters genetic algorithm has been applied by Tang et al. [9]. 

The evolutionary optimization methods have been 

implemented for the design of optimal digital filters with 

better control of parameters and better stop band 

attenuation[10]. Different stochastic population based 

optimization methods have proved themselves quite efficient 

for the design of digital filter.  

Evolutionary algorithms (EAs) are based on the mechanics of 

natural selection and genetics.  The well-known Evolutionary 

algorithm, Genetic Algorithm(GA) [11-13] Particle swam 

optimization(PSO), Predator-prey optimization (PPO) 

,simulated annealing [14], Tabu Search [15], Differential 

evolution (DE) [16,17] etc.  GA is efficient in terms of 

obtaining local optimum has moderate computational 

complexity, but is unsuccessful in determining the global 

minima for multimodal, multidimensional problem and has 

slow convergence.  

The Particle swarm optimization is simple in concept, easy in 

implementation and requires less computation effort.  In PSO, 

the social evolvement knowledge is simulated through, 

probing the optimum by evolving the population which may 

include candidate solutions.  In comparison to other EAs, PSO 

has shown in comparable advantages of searching speed and 

precision [18].  Robust search ability and Irrespective of 

advantages of PSO, it has some shortcomings such as 

convergence behavior is parameter dependent trapping into 

local minimum [19]. When PSO is applied to high-dimensional 

optimization problems, it can result in premature convergence 

problem and even failure [20].  

The attempt to improve the performance of PSO, include an 

mathematical analysis and improvement PSO mechanism[1,6].  

From the individual particle’s point of view the working of 

PSO has been explored by Clerc and Kennedy [16].  The Bergh 

and Engel brecht [21] concludes algorithm does not guarantee 

to converge to the global optimum by fixing the parameters.  

The effort to improve PSO are classified as inertial weight 

varying strategy, parameter selection and convergence 

analysis [22], swarm topology structure, discrete PSO and 

hybrid PSO combined with some evolutionary computation 

operators and other methods.  All these proposals modify 

position, without changing the structure of the algorithm.  On 

the basis of variation of particle swarm optimization, the 

quantum-behaved particle swarm optimization, with 

diversity-guided is applied to design of 2-D FIR digital filters 

by Sun et. al. [23]. A successful modification to overcome the 

drawback of basic PSO is Bare Bones PSO method.  

2. FIR filter design problem 

Digital filter design problem’s aim to determine a set of filter 

coefficients to satisfy performance certain specifications 

satisfy.  These performance specifications are (i) pass band 

width and its corresponding gain (ii)width of the stop-band 

and attenuation (iii) band edge frequencies and (iv) Tolerable 

peak ripple in the pass band and stop-band.  Mathematically a 

filter in its basic form can be represented by its impulse 

response sequence .  

The frequency response of a linear-phase FIR filter is given by: 

              (1) 

Where h (n) is the real-valued impulse response of filter, 

(N+1) is the length of the filter and ω is the angular 

frequency.  

In general, for frequency response H(ejω) of linear phase 

filter can be expressed in the form: 

  (2) 

Thus the magnitude frequency response is: 

 = A ( )                  (3) 

& the phase response is: 

 

(4) 

when β=0, h (n) is symmetrical and for β = π/2, h (n) is 

asymmetrical.  

The amplitude response[24] of type-I linear phase FIR filter is 

obtained by substituting N = 2Mand is expressed as: 

 

                        (5) 

Where a(0) = h(M) and a(k) =2h (M - k) for 1 ≤ k ≤ M 

 

To design a high pass digital FIR filters, the objective of the 

computation algorithm is to determine the vector 
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(coefficients a(k)) , i. e.  in such a way that the 

difference between the desired frequency response, D(ω) and 

the realized amplitude frequency response, A(ω) is minimized.  

Generally this difference is specified as a weighted error 

function E(ω) is expressed as: 

 

          (6) 

Where W(ω) is a non-negative weighting function and is 

accepted for the given pass band attenuation δp  and stop band 

attenuation δs, as: 

 

 
And D(ω), the desired magnitude response  for the high 

pass filter given by: 

 

              (8) 

The least-squares, or,  norm; which considers error 

energy, is defined in the integral form [25]as: 

 

 
 

In practice, the discrete version of integral scalar error used in 

L2 norm is approximated by a finite sum given by: 

 
 

                 

 

 

where,  is  the magnitude of the frequency response of 

the filter, (Eq.  (3), for the suitable set of frequencies ωi.  

where is  norm approximation error determined for 

a vector is suitably chosen grid of digital angular 

frequencies for the range 0≤ ω ≤ π for 1 ≤ i ≤ K.  

Thus the objective function F(x) with search algorithm given 

as 

             (13) 

where  is error norm for p = 2, applied over a vector  

3. Design of FIR filter using BBPSO 
Bare bones PSO (BBPSO) is a swarm algorithm originally 

introduced by James Kennedy proposed by changing the 

position of a particle according to a probability distribution 

rather than to use a velocity in the current position, as is done 

in PSO.  The swarm in BBPSO explores the search space of a 

given problem by sampling of explicit probabilistic models 

constructed from the information associated with promising 

candidate solutions.  BBPSO is a swarm algorithm that has 

shown potential for solving single objective unconstrained 

optimization problems over continuous search spaces.  BBPSO 

is originally formulated as a mean of studying the Particle 

distribution of standard PSO.  In standard PSO, each particle is 

attracted by its local best position (pBest) and global best 

position (gBest) found so far.  Some theoretical studies proved 

that each particle converges  

To weighted average of pBest and gBest as 

 

         (14)         

                   

It has been observed that a particle’s trajectory can be 

described as a cyclic path centered on a randomly weighted 

mean of the individual’s and the best neighbor’s previous best 

points.  With this observation, Kennedy proposed the BBPSO 

by eliminating the whole velocity part of the operation rule, 
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and simply generates normal distributed random numbers 

around the mean of personal best and neighborhood best on 

each dimension, using some information from the 

neighborhood to scale the standard deviation of the 

distribution.  The BBPSO algorithm   simply generates normal 

distributed random number around the mean of personal best 

and neighborhood best on each dimension and replaces the 

particle updating rule with a Gaussian distribution.  

Mathematically, BBPSO update the position according to 

following equations: 

(15) 

 

); 

σ =  

 

where, N(µ,σ) is a Gaussian random number with mean of µ 

and deviation of σ.                                                    (17) 

 

The algorithm of Bare Bones Particle Swarm Optimization is 

described as follows: 

1) set the number of particle m and maximum iteration count 

t; 

2) Initializes particles Xi, i = 1; 2; _ _ _, n.  

3) For i = 1; 2; _ _ _, n, evaluate Xi 

and  set  = Xi.  

4) Set = best of Xi and t = 1.  

5) For i = 1; 2; _ _ _,n do steps 6 to 11.  

6) For i = 1; 2; _ _ _, d do steps 7 to 8.  

7) Compute µ and σ using equation (16) and (17).  

8) Evaluate particle positions  by equation 5.  
9) If f( )< f( ) then  = .  

10) If f( ) < ( ) then  = .  

11) Set iteration count t = t + 1.  

12) Repeat steps 2 to 11 until the stopping criteria are 

achieved.  

13) is the solution of the problem.  

 

 

4. Solution approach 
 

In order to design an even order linear phase low pass FIR 

filter the stepwise approach is shown as follows.  

1) Initialize the BBPSO algorithm parameters. 

2) Initialize the filter coefficients within specified limits. 

3) Find the best solution (X) by using BBPSO algorithm. 

4) is the best set of filter coefficient 

5) Plot the frequency response using  as filter 

coefficients  

6) Analyze various filter characteristics from the frequency 

response.  

 

To verify the application of the proposed solution approach to 

design FIR filter the considered filter specification are 

presented in the Table 1. 

 

Table 1: FIR filter parameters 
 

Filter Parameters Value 

Sampling frequency 1 KHZ 

Number of frequency sample 128 

Pass-band (normalizes) edge frequency  0.45 

Pass-band (normalizes) edge frequency 0.55 

 

 
 
Table 2: PSO and BBPSO parameters 
 

 Parameters PSO BBPSO 

Inertia weight () - [0:4; 0:9] 

C1 - 2 

C2  - 2 

X min -2 -2 

X max 2 2 

V min  0.1 

V max - 1 

Number of iteration (n_itr) 500 500 
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Table 3.Designed 20th and 30th order filter attributes      comparison  
Filter Order 20th Order 

30th
 Order 

Filter specification  PSO BBPSO PSO BBPSO 

Maximum pass band 

ripple 

0:03533 0:01713  0:01923 0:02310 

Maximum stop band 

ripple 

0:0942 0:0671 0:1124 0:04872 

Peak pass band 

ripple (_p) 

0:3124dB  0:1500dB 18:9846dB  26:2458dB 

Minimum stop band 

attenuation (_s) 

20:5189 23:4655 18:9846dB 26:2458dB 

Maximum stop band 

attenuation 

66:39dB  76:97dB 51:38dB  73:79dB 

 

5. Results 

 The BBPSO algorithm is used to design the high pass   FIR 

filter coefficients of 20th and 30th order as filter 

specification Table 2 and the performance is compared to 

PSO algorithm's results.  The Fig. 1 shows the normalized 

magnitude plot of 20th and 30th order high-pass FIR filter 

respectively using PSO and BBPSO algorithms.  The ripple 

and attenuation attributes in various bands tabulated in 

Table 3, which depicts that BBPSO algorithm gives better 

attenuation in stop band and pass band.  

Table 3: Designed 20th and 30th order filter attributes 

comparison 
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Fig.1 (a ) Magnitude plot of 20th order high pass FIR filter.  

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

-60

-50

-40

-30

-20

-10

0

Normalized Frequency ( rad/sample)

M
a
g

n
i
t
u

d
e
 
(
d

B
)

Magnitude Response (dB)

 

 

BBPSO

PSO

 
        (b)Magnitude plot of 30th order high pass FIR filter  

 

To compare the effectiveness of BBPSO and PSO algorithms in 

terms of convergence behavior the fitness error value plot of 

20th and 30th order high-pass FIR filter (Fig. 1) shows that 

BBPSO converges to a much higher fitness in lesser number of 

iterations.  From Fig. 1(a) and (b) it is observed that BBPSO 

algorithm converge quickly in both the cases but in case of 

PSO, convergence profile is affected and takes more iteration 

to converge also PSO 

Stagnation problem is revealed in both the figures.  It is seen 

that when filter order is increased the PSO convergence rate 

becomes slow but there is almost no effect on the convergence 

behavior of BBPSO.  This implies that BBPSO algorithm is 

more efficient for designing higher order filters.  

 

6. Conclusions 

Two cases of filter design with order 20th and 30th have been 

realized using BBPSO based solution approach.  PSO algorithm 

is also simulated for performing comparison.  The comparison 

result shows that BBPSO algorithm minimize the stop band 

and pass band ripples efficiently, and gives better magnitude 

response.  It is observed that convergence speed of BBPSO is 

better and gives best optimized result in very less time 

irrespective the dimension of problem.  The simulation results 

also show that when order of filter increases the PSO result is 

affected but at the same time BBPSO gives the best result.  So, 

BBPSO has capability for handling other related design 

problems.  
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