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#### Abstract

This paper analyses the existing representation of master's theorem which is based on the divide and conquer technique and the constraints or limitations of the existing method. The improvisation of the existing theorem that this paper presents tackles the problems where the preexisting theorem fails. In the proposed method we provide a new approach to analyze the recurrence relation of the type divide and conquer which in turns enables us to compute the complexity of recurrence relation without any constraints. This approach analyses the divide and conquer recurrence in order to improve in several aspects.
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## 1. INTRODUCTION

The proposed method enables us to solve those divide and conquer problems which the original theorem failed to solve in asymptotic time. These algorithm are based on multiple branching recursion ${ }^{[1]}$. It divides the problem recursively into sub problems that can be of the same or related type such that each sub problem is of the size $\mathrm{n} / \mathrm{b}$. The main problem is recursively subdivided until it becomes simple enough to be solved directly. The visualization of the sub problems can be done in as a call tree such that each node represents an instance of the recursive call and the child node represents the sub calls. Each node is divides into a number of sub nodes which does some processing in order to solve the problem and this determines the size of the sub problem $n$ being passed to the subsequent recursive call and is denoted by $\mathrm{f}(\mathrm{n})$. Suppose we consider an example of a comparison sort, at each node of the tree the amount of work done will be at least equivalent to $\mathrm{O}(\mathrm{n} \log \mathrm{n})$. The total work done during the execution of the algorithm will be the sum of work done at each recursive call.

The recurrence relation $T(n)=a T(n / b)+f(n){ }^{[2]}$ can represent the algorithm for the comparison sort mentioned above. In order to compute the expression for the total work done we can simply expand and substitute the given recurrence relation into itself. The total work done can also be computed without expansion if we use the original Master's method, the generalized form of the master's theorem as proposed by Akra and Bazzi in 1998 is also applicable.

When we are talking about recurrence relation, they can be categorized into two basic categories namely homogeneous and heterogeneous recurrence relation. The latter can be solved using three techniques: Substitution method where in the recurrence relation is initially guessed and then mathematical induction is used to show the correctness of the guessed relation. The use of valid statements and elicitations are made for proving the solution. The amount of work done depends largely on how accurate our initial guess is. If the initial guess is wrong, then it can be readjusted later. The second method is the iterative method wherein we use the concept of induction. In this method we expand the recurrence k time and then we prove for a couple of values in the series and then assumed for the nth value. The third method is the master's method which is a sure shot technique to compute the exact complexity of a recurrence relation. In order to use the master's method to solve a given recurrence relation it is necessary that the relation is in a specific format or has a predefined structure otherwise master's method is not applicable. In the next section we discuss the original master's theorem in detail.

## 2. BACKGROUND AND RELATED WORK

The master's method can be employed to compute the complexity of a given divide and conquer problem in asymptotic time ${ }^{[3][4]}$. A divide and conquer problem we
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have three steps viz., divide, conquer and combine. In the divide step we start with the given problem and recursively divide it into two or more sub problems until we have a sub problem that can be directly solved. In the conquer step, the sub problem of the desirable size that we have achieved in the divide step is solved. The combine step involves the amalgamation of all the solutions of the sub problems achieved in the previous step. The form of the recurrence relation of the master's theorem is:

$$
\begin{gathered}
T(n)=a T(n / b)+f(n), \\
\text { Where } a>=1, b>=1
\end{gathered}
$$

The constants and function in the above equation represents the following:

- n is the problem size.
- a represents the number of sub problems in which the original problem is being divided.
- $\mathrm{n} / \mathrm{b}$ is the size of each sub problem. (Here it is assumed that all sub problems are essentially the same size.)
- $\mathrm{f}(\mathrm{n})$ is the cost of the work done outside the recursive calls, which includes the cost of dividing the problem and the cost of merging the solutions to the sub problems ${ }^{[5][6]}$. It is possible to determine an asymptotic tight bound in these three cases:
2.1 If $\mathrm{f}(\mathrm{n})=0 n^{\log b a-\varepsilon}$ for some constant $\varepsilon>0$, then

$$
\mathbf{T}(\mathbf{n})=\boldsymbol{\Theta}\left(n^{\log _{b} a}\right) .
$$

2.2 If $\mathrm{f}(\mathrm{n})=\Theta\left(n^{\log _{\mathrm{g} b} a}\right)$ with $\mathrm{k}>=0$, then

$$
\mathbf{T}(\mathbf{n})=\boldsymbol{\Theta}\left(n^{\log b a} \log n\right) .
$$

2.3 If $\mathrm{f}(\mathrm{n})=\Omega\left(n^{\log _{b} a+\varepsilon}+\varepsilon\right)$ with $\varepsilon>0$, and $\mathrm{f}(\mathrm{n})$ satisfies the regularity condition, then $\mathbf{T}(\mathbf{n})=\boldsymbol{\Theta}(\mathbf{f}(\mathbf{n})$ ).

Regularity condition: $a f(n / b)<=c f(n)$ for some constant $\mathrm{c}<1$ and all sufficiently large n .


Figure 1: Divide and Conquer Problem of $T(n)=2 T(n 2)+n^{2}$

## Fig -1: Divide and Conquer Problem

Consider the following problem:

$$
T(n)=2 T(n / 2)+n^{2}
$$

The above recurrence $\varepsilon>0$.

## 3. PROBLEM STATEMENT

The earlier used theorem has some limitations. The following equations violate the constraints of the original master's theorem and thus cannot be solved using the same: [7] [8]

$$
3.1 T(n)=2^{n} T\left(\frac{n}{2}\right)+n^{n}
$$

a is not a constant; the number of sub-problems should be fixed.

$$
3.2 T(n)=2 T\left(\frac{n}{2}\right)+n / \log n
$$

Non-polynomial difference between $\mathrm{f}(\mathrm{n})$ and $n \log _{b} a$

$$
3.3 T(n)=0.5 T\left(\frac{n}{2}\right)+n
$$

$\mathrm{a}<1$ cannot have less than one sub problem.
Figure 1: Divide and Conquer Problem of $T(n)=2 T(n / 2)+n^{2}$

$$
3.4 \quad T(n)=64 T\left(\frac{n}{8}\right)+n^{2} \log n
$$

$\mathrm{f}(\mathrm{n})$ which is the combination time is not positive.

$$
3.5 T(n)=T\left(\frac{n}{2}\right)+n(2-\cos n)
$$

The above equation lies in third case of Master's theorem but regularity of the equation is violation.
In the second equation above, the difference between $f(n)$ and $n^{\log _{b} a}$ can be expressed with the ratio $\frac{f(n)}{n^{\log _{b} a}}=\frac{n}{n \log n}=\frac{1}{\log n}$. It is clear that $1 / \log n<n^{\Sigma}$ for any constant $\varepsilon>0$. Therefore, the difference is not polynomial and the Master Theorem does not apply.

## 4. SOLUTION

$$
T(n)=a T\left(\frac{n}{b}\right)+\theta\left(n^{k} \log ^{p} n\right.
$$

( $a \geq 1, b \geq 1, k \geq 0$ and $p$ is real number)
4.1 If $a>b^{k}$, then $T(n)=\theta\left(n^{\log _{b} a}\right.$
4.2 If $a=b^{k}$

$$
\begin{aligned}
& \text { 4.2.1 If } p>-1 \text {, then } T(n)=\theta\left(n^{\left.\log _{b} a \log ^{p+1} n\right)}\right. \\
& 4.2 .2 \text { If } p=-1 \text {, then } T(n)=\theta\left(n^{\log _{b} a} \log \log n\right) \\
& 4.2 .3 \text { If } p<-1 \text {, then } T(n)=\theta\left(n^{\log _{b} a}\right)
\end{aligned}
$$

4.3 If $a<b^{k}$
4.3.1 If $p \geq 0$, then $T(n)=\theta\left(n^{k} \log ^{p} n\right)$
4.3.2 If $p<0$, then $T(n)=O\left(n^{k}\right)$
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The above solution is able to solve the problem like:

The iterative approach to solve this problem is as follows:
$T(n)=2 T(n / 2)+n / \log n$
$<=2 T(n / 2)-n \log n$
$T(n)=2 T(n / 2)-\theta(n \log n)$
Using iteration method, we get
$2 T(n / 2)=\sum_{i=0}^{k-1} 2^{i} 2^{k-1}(k-i) \log _{2} 2$
$\left.=2^{k} \sum_{i=0}^{k-1} k-i\right)$
$=2^{k-1} k(k+1)$
As $k=\log n$
So $T(n)=\theta\left(n \log ^{2} n\right)$
Now solution by our proposed method:
Let's compare the following equation with proposed
format you get:
$\mathrm{a}=2, \mathrm{~b}=2, \mathrm{k}=1, \mathrm{p}=-1$;
It satisfies the second case because
$a=b^{k}$
$2=2^{1}$ and $p=-1$
Therefore the solution is $\theta(n \log \log n)$
$T(n)=64 T(n / 8)+n^{2} \log n$
Now compare the following equation with proposed
format you get:
$a=64, b=8, k=2, p=1$;
It satisfies the second case because
$a=b^{k}$
$64=8^{2}$ and $p=1$
Therefore the solution is $\theta\left(n^{2} \log ^{2} n\right)$.

## Conclusion and Future work

The improvised master's theorem proposed in this paper can be used to solve a wider range of problems. It overcomes the constraints of the original method by giving us the relaxation of the floor and ceiling, as illustrated by the examples above the equations ( $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$ and E ) could not be solved using the original master's method but after the relaxation of the constraints they can be solved using the new approach. It also helps us to reduce the time complexity in comparison if the relation is solved using iterative and substitution method.

The proposed method is able to relax some of the constraints of the original method, in the future work we would like to deal with the other constraints like the set structure of the equations etc. so that the wider range of problems can be dealt with.
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