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Abstract—This document will propose all 

features to recognize text from image. Text 

recognization is very useful for computer vision, 

document analysis and license plate reading. The texts 

may also appear written on objects around us: a motto 

painted on a wall, arranging small stones on the sand, 

text on street signs. Environment text is a source of 

information in our daily life. In this document we are 

using Maximally Stable Extremal Region (MSER) 

algorithm. The MSER algorithm is able to detect almost 

all characters from image even when the image is in low 

quality. 

 

1.INTRODUCTION  
 

Image processing is a method to perform some 
operations on an input image, in order to get an extract 
some useful information from it or to enhance the 
image. Image processing is a type of signal processing 
in which input is an image and output may be image or 
characteristics/features associated with that image. 
Nowadays, image processing is rapidly growing 
technology. It forms core research area within 
engineering and computer science disciplines too. 

Image processing basically includes the following three 
steps: 

 Importing the image; 

 Analyzing and manipulating the image; 

 Output in which result can be altered image or 
report that is based on image analysis. 

As an important representation from human beings 
language, visual texts are widely used in our daily life. 
The texts may also appear written on objects around 
us: a motto painted on a wall, arranging small stones 
on the sand, text on street signs. Environment text is a 
source of information in our daily life. Recent advances 
in digital technology allow to take photos from a large 
number of mobile devices. As a result, the number of 
photos taken by users is increasing day by day. At the 
same time, we often have no annotations for images 

except those made by the device. Text in images 
provides information about semantics of the image. In 
this paper we discuss and use the MSER algorithm. The 
MSER algorithm is able to detect almost all characters 
from image even when the image is in low quality. The 
images contain important names, locations, date and 
time, brands of the products, street signs, which are 
helpful information to understand image. Finding best 
way to detect and extract different types of text from 
complex images is the first aim of the text recognition 
from images. 

1.1Definitions of the terms of text retrieval 

1) Document text: In document text the characters 
have clean background such as some scanning 
document pages. 

2) Text texture: The texture consists of the pixels 
belong with the media text 

3) Local background: The local background contains 
neighborhood area of the text texture. In local 
background there are a lots of text embedded in 
the images. 

1.2Application of the text recognition 

Today, more and more information is stored in various 
kinds of digital forms including the images. Performing 
the analysis of the input document is an important 
application of text reorganization. The document 
contains vast information to manage that information 
we use text recognition. 

The text contained in image is powerful source of 
information. The text may appear on the objects 
around us: text on street signs and even text produced 
by arranging small stones on the sand, player’s 
numbers and names, scores, logos, maps. 

1.3Scientific  validation 

In document text processing, the problem is how to 
extract the text from arbitrary background. The text in 
images may have various sizes and fonts. We simply 
magnify the images to match the size of standard 
patterns and process the document text. 
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              (A) Input                          (B) Output 

2.EXISTING SYSTEM 
 

The automatic understanding of textual information in 
image has gained increasing attention over the past 
decade, giving rise to various new computer vision 
challenges. The text recognition from image is still a 
challenging task due to the large variety of text 
appearance in images. Text in images can have 
different variations of the size, font style, distortion; it 
can have different contrast due to different lighting 
conditions. The problem of extracting the text from 
image involves the steps of (i) detection, (ii) 
localization, (iii) tracking, (iv) text extraction and 
enhancement, and (v) recognition using (OCR). Lluis 
Gomez and dimosthenis Karatzas defined Multi-script 
Text Extraction from Natural Scenes. In this paper, they 
argue that the text extraction problem could be posed 
as the detection of meaningful groups of regions. They 
present a method built around a perceptual 
organization framework that exploits collaboration of 
proximity and similarity laws to create text-group 
hypotheses. Fredrik Kristensen and W. James MacLean 
defined Real-Time Extraction of Maximally Stable 
Extremal Regions on an FPGA. In this paper MSER 
detector is used. In order to reach real time 
performance, both algorithmic and memory issue have 
been addressed. The union find algorithm which is 
heart of MSER detector. It is used to create linked 
regions that significantly decrease the time. V.Kalai 
selvan and M.Prakash defined Text Extraction from 
Image Using MSER Approach. In this paper maximally 
stable extremal region algorithm extract the connected 
components in images. Then obtained extracted 
connected components are partitioned into clusters so 
that we can generate candidate regions using an 
AdaBoost classifier which determines the adjacency 
relationship and cluster those connected components 
by using their pair wise relations. 

 

3.PROPOSED WORK 
 

Our approach consists of five steps which are shown in 
the figure 1. First MSER algorithm detects the 
Candidate Text Region within the image and plots the 
result. MSER detects almost all text regions from image 
but alongside it also detect some non-text regions 
which are filtered in next step. MSER uses two 
important properties to remove non text regions from 
image first is Geometric Properties and another is 
Stroke Width Variation Properties. After removing non 
text regions the individual characters are merged into 
word or text lines. After merging characters OCR 
function recognize the text within each bounding box. 

s

 
                      Fig -1: Architecture Diagram 

The figure 2 shows Data Flow Diagram (DFD). In DFD 
the user gives input image to MSER algorithm then 
MSER detects text from that image and gives output to 
OCR. OCR function recognizes text within the bounding 
box and gives result to the user. 

Step 1: Detect Candidate Text Regions  

In this step the MSER algorithm works for finding text 
regions to find all the regions within the image and plot 
the results.  There are many non-text regions detected 
alongside the text which are removed in third step. To 
detect text regions MSER first convert the color image 
into gray scale image. 
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                          Fig -2: Data Flow Diagram 

Step 2: Remove Non-Text Regions Based On Basic 

Geometric Properties. 

The MSER algorithm chooses most of the text and it 
also detects many other stable regions in the image 
that are not text. We can use a rule-based approach to 
detect and remove non-text regions present in the 
image. The non text regions from image are filter by 
using geometric properties. Alternatively, we can use a 
machine learning approach to train a text vs. non-text 
classifier. Typically, a combination of the geometric 
properties and machine learning approach gives a 
better result. 

Step 3: Remove Non-Text Regions Based On Stroke 

Width Variation 

Another common metric used to make decision 
between text and non-text is stroke width. The stroke 
width variation properties are measure of the width of 
the curves and lines that make up a character. Text 
regions have little stroke width variation, whereas non-
text regions have larger stroke width variations. To 
help understand how the stroke width can be used to 
remove non-text regions, estimate the stroke width of 
one of the detected MSER regions.  

 

             Fig -3: Region Image and Stroke Width Image 

Step 4: Merge Text Regions 

At this point, all the detection results are composed of 
individual text characters. To use these results for 
recognition tasks, such as OCR, the individual text 
characters must be merged into words or text lines. 
This enables recognition of the actual words in an 
image, which carry more meaningful information than 
just the individual characters. For example, recognizing 
the string ’HELP’ vs. the set of individual characters 
{‘L’,’H’,’P’,’E’}, where the meaning of the word is lost 
without the correct ordering. 

Step 5: Recognize Detected Text Using OCR  

After detecting the text regions, use the OCR function to 
recognize the text within each bounding box as shown 
in Figure 4 

 

                             Fig -4: Detected Text 

4.THE TEXT DETECTION ALGORITHM 
 

In this section, we describe the text detection algorithm 
that is MSER (Maximally Stable Extremal Region) 
algorithm. MSER is a method for text detection, blob 
detection in images. The MSER algorithm extracts 
number of co-variant regions from image. We first 
define the concept of stroke and then explain the 
stroke width transformation. 

MSER is based on the idea of taking regions 

which stay nearly the same through a wide range of 

thresholds. All the pixels above or equal to a given 

threshold are black and all the pixels below a given 

threshold are white. 

MSER uses two important properties to remove 

non text regions from image first is Geometric 

Properties and another is Stroke Width Variation 

Properties. 
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To use MSER algorithm we first summarized 

the common attributes of text as 

a) Text in image always contains lots of edges; 

b) The width of text is larger than height; 

c) Text is bounded in size; 

d) Text has special texture but this texture is 
irregular; 

The flow chart of the algorithm is shown on 

Figure 3. The flowchart shows the actual flow of MSER 

algorithm. MSER algorithm detect all text regions 

alongside it also detect some non text regions. To 

remove that non text regions Geometric Properties are 

applied on that image. If Geometric Properties are 

unable to remove all non text regions then apply Stroke 

Width Variation on that image to remove remaining 

non text regions.   

 

 

     Fig -5: Flowchart of the algorithm 

Geometric properties 

MSER detects almost all text regions from image 

but alongside it also detect some non text regions. To 

remove those non text regions first we apply Geometric 

Properties on image. Geometric Properties detects the 

non text regions from image and remove those regions. 

The non text regions which are not removed in 

Geometric Properties for those regions we use the 

Stroke Width Variation Properties. 

Stroke width variation properties 

The Stroke Width Variation Properties are also 

used to remove the non text regions. Stroke Width is a 

measure of the curves and lines that make up 

character. Text regions have little stroke width 

variation, where as non text regions have larger 

variations. To remove the non text regions using stroke 

width we require thresholds. All the pixels above or 

equal to a given threshold are black and all the pixels 

below a given threshold are white. 

 

Grouping letters into text lines 

At this point, the individual detected letters are 

grouped into words or text lines. The grouping of 

letters carries more meaningful information than just 

the individual letter. For example, recognizing the 

string ’HELP’ vs. the set of individual characters 

{‘L’,’H’,’P’,’E’}, where the meaning of the word is lost 

without the correct ordering. 

Result 

 

Fig -6: Result 

 
5.CONCLUSION 

 

In this paper, we have recognized a text from image 

using MSER algorithm. In this paper we have used five 

steps to recognize text. For recognizing the text we use 

two important properties first is Geometric Properties 

and second is Stroke Width Variation Properties. First 

MSER algorithm detects the text regions and then OCR 

identifies the characters. The MSER algorithm has good 

text recognition performance. 
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