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Abstract- As data is increasing every day, so it is very 
challenging task to manage storage devices for this explosive 
growth of digital data. Data reduction has become very 
crucial problem. Deduplication approach plays a vital role to 
remove redundancy in large scale cluster computing storage. 
As a result, deduplication provides better storage utilization 
by eliminating redundant copies of data and saving only one 
copy of data in storage devices. In this paper we propose a 
dynamic deduplication approach with higher efficiency, in 
which the data files are distributed across multiple tightly 
coupled computers shared by multiple users. As an effective 
data elimination approach it exploits data redundancy. Data 
deduplication first divides large data objects into smaller 
parts called chunks and represent them by their unique hash 
values using MD5 or SHA1 to identify duplicate data. The 
experimental results with real big data show that 
represented Deduplication approach improves DER (data 
elimination ratio) and gains storage space. 

Keywords- Deduplication, Whole file chunking, Content 
based chunking, Fixed size chunking, Deduplication ratio, 
Deduplication gain 

1.  INTRODUCTION 

Enormous increase in amount of digital data has motivated 
the need to upgrade the data storage devices. The data 
produced by social networking sites, servers, personall 
computers, IT companies includes different forms of data 
such as images, videos, text files, PDFs etc. Big Data[1] in 
2010 is defined as data stream which cannot be wield and 
processed by general computer systems. Deduplication is a 
well known technique that mainly focuses to save storage 
space by removing redundant copies of data. The process 
of deduplication involves partitionaing of input data into 
blocks of fixed or variable size. Then provide each chunk 
with a unique hash value calculated by MD5 or SHA1. A 
lookup process is then followed to check out the redundant 
chunk by comparing the hash values with already stored 
hash values. After comparison, if the chunk is not found, 
the chunk index is updated with the new data, else 
reference is created pointing the existing data. 
Deduplication can be performed on three levels named as 
whole file level, block level or byte level.  In file level 
deduplication, whole file is considered as a single chunk 

and the hash value for whole file is generated. Block level 
deduplication performs more fined deduplication by 
dividing each file into blocks, removing data redundancy at 
block level. Byte level deduplication compares data chunks 
byte-by-byte and performs checks for duplicate chunks 
more accurately. Being a powerful data reduction approach 
deduplication divides large data sets into small chunks. In 
this paper, a dynamic deduplication approach has been 
used where in which Content Defined Chunking (CDC) is 
used to create variable size chunks which defines the 
breakpoints with the use of Basic Sliding Window (BSW). 
Frequency Based Chunking (FBC) identifies the frequently 
obtained chunks by following a two phase process [4], one 
is chunk frequency estimation using an estimation 
algorithm and second is two stage chunking in which 
coarse grain and then fine grain chunks are obtained using 
CDC. Furthermore, hash based algorithms are applied on 
these fine grain chunks and unique hash values are 
obtained for every chunk.  

The objective of our studies is to improve the 
deduplication ratio (DER), deduplication gain, storage 
efficiency of input data streams that are being passed. This 
paper includes a theoretical analysis in a cluster based 
environment [5].  

The remainder of this paper is organised as follows: The 
related work of existing deduplication techniques is 
provided in section II. In section III, We represent our 
approach to improve the performance of data de-
duplication, performance evaluation and results are 
presented in section IV. Finally section V concludes this 
paper.  

2.  RELATED WORK 
 

Data deduplication is a lossless technique that has become 
very convenient in large scale storage systems for space 
optimization. The de-duplication process has been 
classified as inline process and post-process. The inline 
process performs the data deduplication before it is being 
written to the storage device unlike post process which 
involves the identification of duplicate data after writing 
data to the storage device. The input data streams can be 
divided into parts called chunks either in fixed size or 
variable size. There are various data deduplication 
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algorithms including content defined chunking, static 
chunking, delta encoding and whole file chunking. Static 
chunking is robust and efficient but it has a limitation of 
“boundary shift problem”. Variable size chunking provides 
the solution by using a sliding window. Venti [6], a well 
known static chunking scheme uses 160bit SHA1 hash 
value to address the block’s content as its identifier. So, the 
blocks with identical addresses are easily identified and 
stored once. CDC [7] approach of data de-duplication 
achieve high deduplication ratio, but it is too much time 
consuming as compared with the other approaches. CDC 
prevents the boundary shift problem of the static chunking 
approach by partitioning the input data stream according 
to the content of the data but not to the local boundary. A 
CDC based network file system LBFS [8] eliminates 
redundant data in low bandwidth networks. It is the first 
file system that partitions data stream into variable sized 
chunks by finding proper cut point for each chunk. 
Chunking algorithms like TTTD [9], TTTD-S provide much 
more improved results with variable sized chunks. 
Delta Encoding [10] stores only the differences between 
sequential data. Backup systems adopt this technique to 
reduce the cost in amount of storing differing versions of 
same piece of information. A two phase algorithm FBC uses 
the frequency of chunks to eliminate the redundant data. 
At first phase, the frequency is obtained by using a 
statistical chunk frequency estimation algorithm. Then at 
second phase, coarse grained chunks are obtained and 
then further fine grained chunks using CDC. Fine grained 
chunk uses the frequency of chunks obtained by a 
statistical chunk frequency estimation algorithm. Then, a 
two stage procedure is followed to obtain fine grained 
chunks. At first level, CDC is employed to obtain the coarse-
grained chunks. Then fine grained chunks are obtained by 
using the unique hash values produced by using hash 
function at second level. MD5 or SHA1 are some of the 
algorithms used to produce the unique identifiers called 
hash value of the chunks. SHA1 is more secure but not 
faster than MD5 [11]. Hash function MD5 is the backbone 
of Byte index chunking algorithm [12]. The process of 
algorithm involves elimination of identical data between 
different files stored in different machines very rapidly. 
The algorithm transfers only unique chunks from source to 
destination.  
Improved de-duplication throughput during de-duplication 
processes is also an important concern. Extreme binning, a 
scalable and stateless routing algorithm [13] works on file 
similarity that maintain the throughput and allow 
maximum storage by reducing the redundant data.  De-
Frag [14] effectively improves the de-duplication 
throughput and de-duplication efficiency. With the 
explosive growth of data, a de-duplication system of single-
node is not capable to satisfy with its performance in data 
protection and storage. Thus, globally based de-duplication 
system improves the lacking performance of single-node 
de-duplication system. AR-Dedupe [15], a cluster de-
duplication system achieves high data de-duplication rate 

with low communication overhead through routing. It 
maintains the load balancing with the increasing files and 
de-duplication server nodes. 

3. PROPOSED APPROACH 

In this section, we will describe the architecture and its key 
features followed by the detailed discussion of its design 
and working. 

3.1 Architecture Overview 
 
The architecture is designed to improve the Data 
elimination ratio and storage space in a globally based 
storage system.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig-1: Architecture of Global Based Data Deduplication. 

As shown in figure 1, the architecture consists of three 
functional modules named as: Pre-processor module, 
Commonality Detector module, and Pcompressor 
module, in addition with the three key features namely 
as Metadata Server, Index Server, Backup Client which 
are defined below: 

1. Pre-processor: The pre-processor performs the very 
first step of a de-duplication process by dividing the 
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input data into chunks. It uses rabin based CDC for the 
formation of chunks and generation of their hash values. 

2. Commonality Detector: In this module, there are 
three key features namely Index Server, Metadata Server 
and Backup Client. 

 Metadata Server: The hash values of chunks 
generated by pre-processor are stored at 
metadata server. The stored values are further 
being forwarded to the index server for 
comparison of hash index. 

 Index Server: The hash values of input data are 
then compared with the already stored hash 
values in the index at index server for duplicate 
detection. If similar data is found then it is 
redundant. If not, the index will be updated. The 
Frequency and Commonality detector detects 
the most frequent chunk occurring which is to 
be stored at backup client for further use if 
needed. 

 Backup Client: The backup Client stores the most 
frequently occurring chunks. The tiger hash is 
employed to generate hash values because of its 
fast processing. On the basis of generated hash 
values the redundant and non-redundant data is 
separated. 

3. Pcompressor: the Pcompressor employ 
Pcompress[16] utility at the redundant data. The 
Pcompress utility provides much meaningful and useful 
data after compression. 

4. PERFORMANCE EVALUATION 

In this section, we evaluate the data reduction in terms 
of data elimination ratio and deduplication gain. We 
compare the existing file size with the size after 
employing our approach. In order to refer to a real 
scenario, we use a real data set. 

4.1 Experimental Setup 

We have designed a global system architecture with, a 
server node with operating system Windows 8 running 
on a Intel(R) Core i3 processor at 2.53GHZ, with a 4GB 
RAM; two Backup nodes namely C1 and C2, C1 of 
Intel(R) Core i3 processor at 2.30GHZ with a 4GB RAM; 
C2 of Intel(R) Core i3 processor at 2.30GHZ with a 2GB 
RAM. 

4.2 Experimental Results 

Our experiment was performed on three different real 
datasets. We have improved DER and deduplication gain 
effectively by using our proposed approach as shown in 
fig. 2 and fig. 3 respectively.  Table1 shows how much de-

dupe gain and ratio was achieved on different datasets 
[17].  
 

Table1: Deduplication gain and ratio of three different 
datasets. 

Data Set Original 
Size 

Reduced 
Size 

De-dup 
Gain 

DER 

Dataset 1 13 GB 4 GB 3.25 0.692 
Dataset 2 14 GB 4.5 GB 3.11 0.678 
Dataset 3 15 GB 5 GB 3.00 0.666 
 
A.  Deduplication Elimination ratio(DER):  

𝐵𝑦𝑡𝑒 𝐼𝑛 

𝐵𝑦𝑡𝑒 𝑂𝑢𝑡
 

 

Fig-2: Deduplication Elimination ratio on different 
datasets. 

B. De-dup Gain: 1 −
𝐵𝑦𝑡𝑒  𝐼𝑛

𝐵𝑦𝑡𝑒  𝑂𝑢𝑡
 

 

Fig-3: Deduplication gain on different datasets. 

5. CONCLUSION 

In this paper, we present global approach with improved 
efficiency. We proposed an efficient system to improve 
the overall DER and storage space gain. The key idea is to 
optimize the storage space utilization by employing 
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Pcompress utility to the redundant chunks. To verify the 
feasibility and effectiveness of the proposed approach 
we have designed a cluster based system and perform 
the evaluation experiment. The experiment result shows 
that the DER and storage space gain has significantly 
improved by our proposed approach. 
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