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Abstract - The continuous increase of power inputs in 
electronic packages and  simultaneously  reducing the size and 
weight of electronic products have increased an importance on 
thermal management issues in electronic industry with recent  
growth of electronics technology, devices are capable of 
processing more data within a small period of time. The 
reliability of electronic components is affected mainly by the 
temperature at which they operates,. To overcome this issue 
various effective cooling solution are provided by electronics 
industry, for the effective thermal performance analysis of 
server, in this study we compares the results of the analysis of 
existing server model by providing proper boundary conditions 
for finding out most heat generating components in system 
and the validation of result by proper experimentation of 
server. Temperature analysis is carried by Icepak, commercial 
CFD software. 
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1. Introduction 
 

Since Intel Corporation launched the first chip, the 
number of transistors in a chip has increased to over ten 
million. That means an equivalent surface area of chip 
produces far greater heat than the previous, leading to an 
increase in critical heat flux speed. The maximum allowable 
temperature that can be borne by chip in electronic 
components is 120°C, with a normal operating temperature 
of under 70°C. The reliability of electronic components drops 
by 10% for each increase of 2°C in a normal operating 
temperature, and high temperature is a major reason for the 
malfunctioning or shortening life of electronic components. 
Thus, it is necessary to quickly remove high heat generated 
by electronic components for a normal operating 
temperature of under 70°C [1].  

Evolving software technology increases the demand 
on the computer components, such as the central processing 
unit (CPU) and the chipset, to operate faster. However, a 
faster CPU and chipsets means more heat production. These 
undesired situations are most likely to be seen on server 
components, which have continuous operating conditions. A 
server is responsible for servicing many clients and its 

workload is also greater than an ordinary computer; as such, 
it possesses multiple CPUs or CPU cores. Multiple core CPUs 
are widely used and will be dominant in the future. 
Therefore, server overheating issues have gained greater 
importance [3]. 

In the present paper, investigations are carried out on 
thermal management of Intel server, by using icepak for 
providing efficient cooling of the server by proper CFD 
simulations. 

 

2 Literature survey 
 
For better thermal performance and effective flow 
simulation literature survey is done for different server 
cooling methods different server components. Serhat Orkun 
Tan [3], studied different cooling systems used to examine 
the temperature and performance of the different 
overheated server components inside the server like CPU 
and motherboard. T. Abbas [2], explains that Cooling 
through peripheral means is mainly done using heat sinks to 
increase the surface area which dissipates heat, fans to speed 
up the exchange of air heated by the computer parts for 
cooler ambient air, and in some cases soft cooling. 
Comparisons between traditional methods of CPU cooling, 
and new fashions of cooling (like Heat pipes) have been 
performed. Moreover, Thermal effects on processor 
performance, has been studied. Effect of time on heat 
transfer and processor temperature enhancement has been 
studied. Jung-Chang Wang [1] talks about different hybrid 
cooling methods and the methods currently using to cool the 
server for effective cooling. The configuration and thermal 
performance of the heat sinks with inserted heat pipes were 
studied. He uses experimental procedures to investigate the 
thermal performance of embedded U-shaped heat pipe and 
L-shaped heat pipe thermal modules with different fan 
speeds and heat source areas.  
 

3 Server Details 
 
Figure 1 shows the detail model of Intel workstation system 
sc5520scws Server with different component on the 
motherboard. Existing server contains dual processor 
motherboard containing different components Such as 
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Chipsets DIMM sockets etc. Fig 2 shows every component 
present on Intel workstation board s5520sc. Detail 
specification all components are given in table, motherboard 
consist of two xenon processor of E5620 series with heat  
sink of copper base and aluminium fins mounted on 
processor to continuously dissipate heat. 

 

 

 

Fig. 1:-Interior of Intel workstation system 
 

 
 
 

 
 

Fig. 2: - Motherboard placed in server system 
 

 

The following table 1 indicate the detail specification of the 
various server Components [6]. 

  
Table 1: Details of components inside the server.  
 
 
Component 

 
Quantity 

Thermal 
design 
point 
(TDP) 

 
Details 

 
CPU 

 
1 

 
80 W 

Intel Xenon 
processor 
E5620 

 
CPU 

 
2 

 
80 W 

Intel Xenon 
processor 
E5620 

 
Motherboard 

 
1 

 Intel Sever 
Board s5520sc 

 
Memory 

 
6 

 
2.5 W 

1333 MT/s ECC 
Registered 
DDR3 Memory 
(RDIMM), 

 
Chipset 

 
2 

 
27.1 W 
 
 
      5 W 

Intel® 5520 
Chipset 
Intel® 82801JIR 
I/O Controller 
Hub (ICH10R) 

Power Supply 1 1000 W Non redundant 
power supply 
 

 
 
 
4 CFD Simulation approach 
 
Computational Fluid Dynamics (CFD) is use to  predict fluid 
flow, heat and mass transfer, and related phenomena by 
solving numerically the set of governing mathematical 
equations such as Conservation of mass, Conservation of 
momentum, Conservation of energy, Effects of body forces. 
The results of CFD analysis are relevant in Conceptual 
studies of new designs, detailed product development, 
Redesign. CFD analysis complements testing and 
experimentation by reducing total effort and cost required 
for experimentation and data acquisition. Fig 3 discussed 
about the different steps need to be carried out in detailed 
CFD simulation approach for the analysis of server. The 
ANSYS Icepack software among various CFD tool specifically 
tailored for use in the electronic industry to perform the 
board and system level thermal analysis . In icepack a variety 
of thermal limitation source elements are available, 
including heat dissipation, fixed temperature sources or heat 
flux sources [4].  
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Problem Identification 

 1. Define goals  

 2. Identify domain 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
             Fig 3: CFD Modeling Overview 
 

 
4.1 Simulation Modelling 
 
A number of simplifying assumptions were made in the 
modelling. All the smaller and lower power dissipation 
components on the circuit board were neglected. The main 
heat generating   sources are CPUs and Chipsets in server. 
The equations that govern incompressible fluid flow and 
heat transfer used by Icepak are:  

For flows general equation for conservation of mass or 
continuity equation can be written as follows: 
 

 

 

 
 
 
Navier-Stokes Equations in X direction, 
 
      

        
  
Y direction, 
 
 

                   
 
Z direction, 
 
 

      
 

The energy equation (the temperature distribution) 

 

    

 

 

Where is the density, u,v and w are velocity components,  

is the velocity vector, p is the pressure, S terms are the 
source terms,   is effective viscosity sum of  of laminar 

viscosity  and turbulent viscosity  and    is effective 

thermal conductivity  

Following fig. 4 shows the detail model of server with 
different component modeled using ansys icepak. 

Pre-Processing   

 3. Geometry  

 4. Mesh  

 5. Physics 

 6. Solver Settings 

Solve  Model 

7. Compute solution 

Post Processing 

8. Examine results 
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Figure 4: Detail Model of the Server 

Figure 5 shows the meshing of all the components presented 
inside the server cabinet. The finite volume method is 
adopted for converting governing equations to algebraic 
equation that can be solved normally. The simple algorithm 
is used to solve the pressure and convection velocity 
coupling term. In the solution domain the maximum size of 
element in three mutually perpendicular directions is less 
than 1/20 of every domain dimension. The computational 
domain is discretized into Mesher-HD which conforms to 
both Icepak primitives and CAD objects meshes that have a 
total of 536503 nodes and 496291 numbers of elements. 

 

 
 

Fig 5: - Meshing of All components 

  

Thermal modelling is one of the major challenges in the 
design of high power density electronic devices cooling. The 
simulations are carried to investigate the air flow and heat 
transfer analysis in Server. Mother board is modelled with 
isotropic FR4 material. The compact conduction model is 
used for CPU modelling. The power dissipation is 80 W. 
Thermal interface material used is thermal grease. PCI cards 
are modelled as cuboids with flow obstruction and RAM in 
the DIMMs are modelled with respective power dissipation. 
Flow blockages by cables are modelled as cuboids to take in 
to the effects of flow obstruction. The Fans Installed are 
assumed to perform as per the Fan Curves obtained from 
respective data sheets the total power distribution is 
225.939 W. 

Wires and cables are not modeled. The openings 
(array of hexagonal cut outs) on the Base chassis plates were 
replaced by equivalent grilles whose flow area is based on 
the Free Area Ratio calculations .All the PCBs, electronics 
chips and other thermal components are modeled as 
homogenous solid materials. 

5. Experimental Investigations 
 
Figure shows the experimental layout for server machine. T 
type thermocouple mounted on the different packages inside 
the server. On the different packages thermocouple end 
attached with the help of thermal grease. Figure shows the 
different thermocouple attached on the board packages. 
These thermocouples are connected to the temperature 
indicator. 

 

 
Fig 6:- Experimental layout 
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In this experiment Server present in the Sever room as 
shown in figure power supply provided to the server. 
Reading taken while the server operating at fully loaded 
condition at steady state condition on the different packages. 

 
6. Results and Discussion 
 

The following table shows the experimental and 
Computational values 

 
Table 3: - Temperature Comparison of different components 

 

 
 

 

 

 

 

 
The maximum difference between experimental and 
Computational is 8.5˚C. The temperature range is 20˚C to 
90.774˚C, in the experimental measurement only surface 
temperature of different packages is measured and in CFD 
analysis temperature inside the chip is also detected. Figure 
7 shows also surface temperature of the board for validation 
purpose. The following figure 7 shows the temperature field 
Distribution of the printed circuit board and components for 
loaded condition. 

 

 

Fig 7:- Temperature distribution of the board at Loaded 
condition 

 

 

 

Fig 8: - Temperature profile with Heat sink inside server 

 

Following table shows the reading of different components 
operating at fully loaded condition presented on 
motherboard using ansys icepack 

Table 4:- Temperature at fully loaded condition 

 

 

Packages CFD Experimental 

CPU 1 60.034 51.5 

CPU 2 54.9068 49.5 

DIMM 

(Max.) 

90.7994 94.2 

Packages Temp. at full loaded condition 

                  (˚C) 

CPU 1 60.034 

CPU 2 54.9068 

I/O Hub 83.5546 

ICH 82.4481 

DIMM 61.3273   -    90.7994 

I/O port 28.75    -   32.86 

PCIs 20.74  -  28.7615 

PCB 98.79 
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7 Conclusion & Recommendation  

The investigations carried in this paper for temperature 
analysis using CFD  by icepack, commercial CFD software.  
All the components are operating with the maximum 
allowable temperature. Highest temperatures were observed 
on the DIMM socket. A maximum temperature of 90.7944˚C 
was recorded in steady state condition on the board. 
Detailed review on the material properties of the heat 
dissipating components in the Box assembly can improve the 
thermal prediction in the CFD simulation. The high 
temperature can be attributed to the absence of effective 
cooling at that location. Improving the fan capacity and air 
flow from the present condition might aid in the better 
ducting of heat. 
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