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Abstract - Data generated in daily life by human being is very large, this complete data is called big data. The data in this form 
is made useful for people by preprocessing it. To process this terabytes of data specialized hardwares and softwares  are 
needed. And this data is going to get increased day by day. Therefore, big data analysis is a challenging and current area of 
research and development. The basic objective of this paper is to explore the potential impact, challenges, architectures, and 
various tools associated with it. As a result, this article provides a platform to explore big data at numerous stages. Additionally, 
it opens a new horizon for researchers to develop the solution, based on the challenges and open research issues. A 
comparative study of hadoop, spark is also shown. 
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1. INTRODUCTION  
Big data is a wide term that covers the non traditional  strategies and technologies used to process, organize and gather insights 
from large datasets . It is not shocking or new that to work with the data that is not in the capability of a single computer system 
was a tedious task. With the introduction of big data with hadoop, gave a lot of ease and flexibility to store this ‘big data’.  

The data which follows following criteria is considered as big data, 

1. Velocity:- it is defined as the speed of generation of data for example 500TB data per day can be considered as big 
data. 

2. Volume:- this is defined as  the size of the data for example 500TB data . 
3. Variety :- it re presents the variety of data. there are three categories of data that is structured, semi-structured and 

unstructured. mostly the data is unstructured. 
4. Veracity :-it can be defined as the truthfulness of data. 

The most important feature of hadoop which makes it different from spark is hadoop works on batch processing and 
spark works on stream processing. 

 
 

Fig1:big data concept 

There are two types of data in big data[2]:  

1. Unstructured Data:. The data  generated from the social medias like Facebook, twitter, LinkedIn, instagram, Google+ like 
audios, videos etc. 

 2. Machine data: this data is generated from RFID chip readings and global positioning results(GPS).  

3. Structured data: The data collected by the companies on their operations or the sales or the data stored in the form of tables 
is called structured data. These data are structured because data has a defined length and format for big data. Examples of 
structured data include numbers, dates, and groups of words and numbers called strings. 

1. HADOOP COMPONENTS 

Hadoop has two components HDFS and map reduce 
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A view of hadoop distributed file system(HDFS):- 

The difference between regular file systems and HDFS is that in regular file systems each block of data is small,approximately 
51 bytes and the problem for multiple seek because of large access for Input/Output unlike HDFS where each block of data is 
large,64 MB and a single seek is required for reading huge data sequentially. 

 

Fig2:distributed file system 

The architecture of HDFS is considered as master/slave.it consists of a Single NameNode , a master server that manages the file 
system namespace and regulates access to files by clients. The data node is usually responsible for management of the storage 
attached to the nodes. Due to the replication of data on different data nodes Hadoop distributed file system is called as highly 
fault tolerant. The important feature of HDFS is that it is the storage system for the Map reduce jobs, both for input and output. 

 

 

Fig3:representation of data nodes 

There are three modes of Hadoop configuration 

1. standalone mode:-in this mode, all Hadoop services runs in a single JVM on a single machine. 

2. pseudo-distributed mode:- in pseudo-distributed mode, each Hadoop runs on its own JVM,but on a single machine. 

3.Fully Distributed mode:-in Hadoop distributed mode, Hadoop services runs on individual JVM, but these reside in separate 
commodity machine in single cluster. 

Hadoop services- the main services of Hadoop involves 

Data node:-data nodes in Hadoop distributed file system(HDFS) are the slaves[10] that is responsible for storing blocks of 
data. 

Name node:-It is the master node that is responsible for the management of data blocks that resides in data node. It is centrally 
placed node, which contains information about Hadoop file system[10]. 

Secondary name node:-the secondary name node is a specially dedicated node in HDFS to take a checkpoint of the file system 
metadata that is present in name node. It keeps track of the data that it is alive.it cannot be considered as the replacement for 
name node but can be considered as the helper node. if the name node fails, the data can be recovered from secondary name 
node’s logs. 
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In Hadoop 1.0 map reducer was responsible for performing all the tasks like “job tracker”, allocation of resources so, what if 
map reducer crashes so here comes YARN with Hadoop 2.0 that brings many flexibilities for map reducer and the allocation 
and management of resources is been allocated to YARN and map reduces is supposed to do only processing of data. 

YARN(yet another resource navigator) it is a resource management framework for scheduling and handling resource requests 
from distributed applications and can be called as resource manager. YARN split the two major functionalities of job tracker 
into two separate daemons : 

1. Application manager 

2. Application master 

The application master runs the job and give results to application manager.one application master will be allocated for one job 
submission.it is responsible for containers and managing the application.it also manages the resources required for the  job and 
give the report to the resource manager.  

 

Fig 4:Hadoop cluster architecture 

B. MAP REDUCE 

The other component of hadoop apart from HDFS is map reduce. It is the programming model and an implementation for 
processing and generating large data sets with parallel and distributed algorithms on a cluster. Map reduce has become a 
ubiquitous framework for large-scale data processing [3].It is an initial ingestion and transformation step, where individual 
input records can be processed in parallel. Reduce process is the aggregation or summation step, in which all associated 
records must be processed together in a group. Task tracker keeps track of individual map tasks, and can run parallel. A map 
reduce job runs on a particular task tracker slave node. Jobs of a mapreducer 

 

Fig5:map reduce 

The steps involved in map reducer job 

1.input 

2.split  

3.map 

4.shuffle 

5.Reduction 
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split map reduction 

fig6:steps involved in map reduce 

2. THE HADOOP ECOSYSTEM  

Hadoop is a free and open source software framework. Hadoop is a Programming framework used to support the processing of 
large data sets in a distributed computing environment. Hadoop was developed by Google’s MapReduce that is a software 
framework where an application break down into various parts. The Current Appache Hadoop ecosystem consists of the 
Hadoop Kernel, MapReduce, HDFS and numbers of various components like Apache Hive, Base and Zookeeper, HDFS and Map 
Reduce.[1].The Hadoop architecture can now be concluded and the place of HDFS, Map Reduce  and YARN can be seen in the fig 
there are two more tools in Hadoop ecosystem that are important are FLUME and SQOOP known as the data ingestion tools.  

 

Fig7:hadoop architecture 

Table1:Difference between traditional database and Hadoop 

 

 

Traditional DBMS 

 

Hadoop 

Processing  

 

Traditional RDBMS cannot be 
used to process and store 
large amount of data or big 
data 

 

but Hadoop has two main components HDFS that is 
responsible for storage of big data and Map Reduce that is 
responsible for processing large data by splitting it into 
several blocks of data and then distributing these blocks 
across the nodes on different machines. 

Throughput 

 

throughput can be defined as 
the total amount of data 
processed in a particular time 
period so that the output is 
maximum.RDBMS could not 
achieve higher throughput in 
any case when the data is 
very large(big). 

This is the main reason behind the success of Hadoop over 
RDBMS. 

 

 

 

Type of data  

RDBMS can only be used for 
either structured(data in 
tabular form) or semi 
structured data(e.g, JSON  
data)  

but because of the variety feature explained above in 
hadoop, it can be used for either structured, semi-
structured or unstructured data. 
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Fig8:spark context 

3. COMPONENTS DESCRIPTION: 

Spark context-the spark context is the driver program that is responsible for the creation of RDD(resilient Distributed 
Datasets).The RDD represents a collection of items distributed across the cluster that can be manipulated in parallel. The 
datasets gets converted into blocks of data but into same RDD. The blocks are called atoms of the dataset. Spark context assigns 
an executor to each worker node for instance py4J whose responsibility is to transform by default spark context session into 
java-spark session for further processing of data. The transformation used most commonly are filter(),map(),join(), flatmap(). 

Cluster manager: the link between spark context and worker node is cluster manager. This manager works in three modes-
standaloneYARN,MESOS. 

Worker nodes: These are the nodes which runs the application code in the cluster. Here two worker nodes represents two 
machines. It is not recommended to run more than one worker node at a time. 

Table2:The comparative analysis of Hadoop with spark 

PARAMETERS MAP REDUCE SPARK 

 

SPEED 

Slow in speed as compared to spark 
because of the storage and fetching of 
data in the following manner. 

 

There are fast as the processing of data is done in 
the following way. There is in disk and in_memory 
transfer which is in general fast. 

 

IMPLEMENTATION 
LANGUAGES 

DIFFICULTY LEVEL 

JAVA,C++,PEARL,RUBY 

It is difficult to code in map reduce for 
data processing 

PYTHON,R,PROGRAMMING 
LANGUAGE,SCALA,JAVA,SQL 

Because of the presence of high-level operators it 
becomes easy to code in spark. 

Fault Tolerance Not fault tolerant Spark is fault tolerant because the computations 
on RDD are  represented as a lineage graph, a 
directed acyclic graph in spark. 

 

4. CONCLUSION 

We have entered in an era of billion or trillions of data that is also called Big Data. The paper describes the concept of Big Data 
based on 3 Vs, stands for volume, velocity and variety of Big Data. The technology associated to deal with big data –Hadoop, 
HDFS, Map Reduce. The challenges with Hadoop in comparision with spark. The paper also describes Hadoop ecosystem which 
is an open source software used for processing of Big Data. Hadoop is the need of today for processing and dealing with big 
data. 
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