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Abstract:- In today's world Big data is widely used for publishing news on the internet or website. To thoroughly understand 
an event, we have to read massive reports and keep clues in mind, which is very difficult and usually results is a one sided 
interpretation. In this paper, we propose a text summarization with fuzzy approach which summarizes reports of a particular  
event automatically and comprehensively. To speed up summarization, a pre summarization approach is introduced to 
condense each report to a sub-summary, which can reduce the scale of subsequent processing. As an event should be told in 
chronological order, a timeline is introduced to organize and aggregate event-relevant sub-summaries. With each day's sub-
summaries, extraction algorithm is used to cluster them into topics and generate a meaningful label for each topic. Finally, a 
selection criterion is introduced to select relevant and novel sentences for each topic. We will perform an  experiments on a 
small scale news dataset to demonstrate, how the text summarization technique is helpful in summarizing the content.  
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1. Introduction: 

 The considerable accomplishment of the World Wide Web serving as a mass medium has pulled in numerous news 
associations. They put every day news on sites, which comprises of an information bit of data scattered in the Web. In news, 
those ideas of interest which gain the consideration of the people comprise of occasions. An occasion is an event (or a chain of 
events) occurring at a definable time and place. Illustrations of real world events right from global disaster such as 
earthquakes, political protests, to launches of new consumer products. With the advancement of occasions, an assortment of 
portrayals and comments show up. Staying informed concerning rising things that occur in the news draws attention of 
individuals and news investigators. 

 To see an occasion, individuals need to seek different reports,  coax out pieces of information, along these lines to 
make a honest judgment dependent on their learning and feelings. While, as an expansive number of news reports keeps on 
being opened on the Web, particularly for mainstream occasions, the assignment of seeing all parts of the occasion turns into a 
troublesome. In this way, we fall back on automatic summarization system, which can gather gigantic reports appropriated in 
the entire Web, and give a brief outline of what occurred. 

Event summarization play an important role in news reports. Because news events should be told in chronological 
order.  

On the input documents text Categorization and Summarization is done. Subsequent to acquiring the summary of the 
record. Automatic text categorization has dependably been an essential application. A text categorization is utilized in 
requesting reports to help data recovery assignments. According to the knowledge gained we can assign a category to new 
documents which is in known as text categorization. 

The job of summarization is to introduce the most imperative data from the content in the shorter form without 
changing significance of the original content. Summarization can be characterized in two kinds Extraction and Abstraction. 
Extraction of the record is to choose the sentence that has highest score among other documents. Wherein abstraction include 
utilization of linguistic technique and constitute the sentence together to comprise something new, that is absent in the 
original content, and substitute them in the summary with new idea. 

2. Background: 

Text Categorization: 

The reports that were stacked are chosen to be ordered into different predefined classifications. It is finished utilizing Term 
Frequency which estimates how regularly a term happens in a record. 
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2.1 Preprocessing  

The accompanying segments present the pre-processing of the info dataset, which will give all highlights:   

Sentence Segmentation : Sentence division is performed by recognizing the delimiter generally signified by "." called as full 
stop. It is utilized to isolate the sentences in the archive.  

Stopword Removal : Stop words evacuation is the way toward expelling words which don't pass on any significance amid the 
characterization procedure.  

Stemming : Stemming is a strategy to lessen a word to its stem or root shape. Porter's stemming calculation is utilized for this 
reason. 

2.2 Feature Matrix  

The entire reports under consideration are subjected for the feature extraction and a feature sets are extracted as needed. In 
view of these features the value will be assigned. The feature matrix is built by the sentences removed from the different 
reports. The capabilities are: 

Title Feature: Ratio of the no. of words in the sentence to the no. of words occurred in the title. This helps to calculate the score 
of a sentence. 

Sentence Length : Length of the sentence is the extent of the quantity of words emerging in the sentence over the quantity of 
words emerging in the longest sentence of the report. 

Term Weight : The Total Term Weight is figured by Term Frequency and IDF for a report. It is gotten by separating the 
aggregate number of archives by the quantity of records holds the term. 

Proper Noun : The sentence that holds more formal people, places or things (name element) is a basic and it is most likely 
incorporated into the archive rundown. It is a proportion of number of formal person, place or thing in the sentence to the 
length of the sentence. 

Sentence Position : If the sentence given is in the beginning of the sentence or the toward the end in the sentence of the passage 
then the feature value f is assigned as 1. Else if the sentence is middle of the passage then the feature value of f is assigned as 0. 

2.3 Fuzzy Logic 

The fuzzy logic framework comprises of four segments: fuzzifier, inference engine, defuzzifier and the fuzzy logic information 
base. With the end goal to execute text summarization dependent on fuzzy logic, first, the five highlights extricated in the past 
segment are utilized as contribution to the fuzzifier. The information utilizes triangular enrollment work for each component 
that is separated into fluffy sets as low (L), medium (M) and High (H). Deduction motor the most critical part is the meaning of 
fluffy IF-THEN guidelines. The critical sentences are extricated from these guidelines as indicated by our highlights criteria. 

2.4. Timeline the summary: 

In our task the summaries are ranked by the time and dates with the goal that the ongoing date will show up at first. What's 
more, the rundowns having sneak peaks dates will show up toward the end.  

News timeline visibility= Creator*News*Type*recent  

Creator=Interest of the client in the maker  

News= Importance of the News for the client  

Type= Type of the news(sports, legislative issues, science, social, financial aspects, and so on.) clients inclinations  

Recent= How new the news is 
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3. Related work: 

Sr.No Title Author name Description 

1. An overview of Text 
Summarization 
techniques 

Narendra Andhale and 
L.A. Brewoor 

In this paper authors explain various 
techniques of text summarization. 
Automatic text summarization turns into an 
essential method for finding significant data 
definitely in expansive content in a brief 
timeframe with little endeavors. Text 
summarization approaches are arranged 
into two classifications: extractive and 
abstractive. 

2. A Hybrid Hierarchical 
Model for Multi-
Document 
Summarization 

Asli Celikyilmaz and Dilek 
Hakkani-Tur 

In this paper, we plan extractive 
summarization as a two stage learning issue 
assembling a generative model for example 
to discovery pattern and a model of 
regression for inference. We figure out the 
scores by using methods for sentences in 
report groups dependent on their latent 
qualities utilizing a hierarchical topic 
model.  

3. Auto Text 
Summarization with 
Categorization and 
Sentiment Analysis 

Ashmita Shetty, Ruhi 
Bajaj  

In this paper, authors suggest to use text 
categorization to classify the text according 
to their weight age and then according to 
classification summary is prepared.  

 

4. Proposed Methodology: 

4.1. System overall flow: 

Step 1:  Source document is given to the system as an input. 

Step 2: Categorization technique is applied on the source document. 

Step 3: After step 2 the categorized text is given an input to pre-processing step.  

Step 4: In pre-processing step, sentence segmentation, stopword removal and stemming is done. 

Step 5: The output of pre-processing is the input to feature matrix. 

Step 6: In feature matrix, title similarity, sentence length, proper noun, term weight and sentence position is calculated. 

Step 7: Output of feature matrix is the input to fuzzy system. 

Step 8: In fuzzy system fuzzy logic is applied to get a summary. 

Step 9: Summary is the output of the fuzzy system. 

Step 10:  Finally, according to the preference the news is displayed in the timeline fashion. 
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4.2. Block Diagram 

 

Fig : Text Summarization system flow diagram 

5. Conclusions: 

We can conclude from this paper that: 

 To speed up the summary generation, a pre-summarization approach is introduced to condense each report to a sub-
summary, which retains the most important points of the original report.  

 Fuzzy logic is used to summarize the document.  
  As an event should be told in chronological order, a timeline is introduced to organize and aggregate event relevant 

sub-summaries. As a side-effect, summarization should only be performed for each day, which reduces the processing 
scale significantly. 

  To reveal implicit topics, extraction algorithm is introduced, which can cluster sub summaries into topics and 
generate a meaningful label for each topic. 
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