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Abstract - Nowadays artificial intelligence is the trendiest 
research area and one of its most popular sub-domains is 
machine learning. Its mechanism is based on making the 
system intelligent by past experiences. There are a wide range 
of applications of machine learning methods such as pattern 
recognition, image classification, model prediction, data 
mining, search engines, sentiment analysis, time series 
forecasting, structural health monitoring, virtual personal 
assistants - Siri, Alexa, Google Now, etc. The major goal of this 
paper is to provide the overview of different machine learning 
approaches.   
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1. INTRODUCTION  

Machine Learning is presently most popular and complex 
computer vision approach that became most prominent in 
the research and industry. It is presently most favorite 
innovative area in health care, finance, security, data 
management, trend analysis and prediction. Machine 
learning is based on making a system so intelligent that it 
can perform decision making task itself without being an 
external programme [1, 2]. 

First, in 1946, ENIAC – the first computer system was 
invented. The first machine learning thought rises with the 
first self -playing game program written by Arthur Samuel 
(IBM) in 1952. Then in 1957 Rosenblatt proposed the 
perceptron model, a simplex approach to neuron model. In 
1967, nearest neighbor approach was modeled to recognize 
patterns a.k.a. pattern recognition. In 1990s, the machine 
learning field became subject of interest in various fields due 
to merger of computer science and statistical methods [3]. 
Today’s world is the world of artificial intelligence, so the 
machine learning and its allied branches are most favorable 
research area for researchers in the current era. 

2. MACHINE LEARNING MODEL 

The method of machine learning basically involves the 
automatic learning of computer system or machine through 
the given data a.k.a. raw data or referred as datasets. This 
process generally includes two major steps-  

(I) Training of model 

(II) Decision making or Testing of model 

For this purpose we have two types of datasets i.e. training 
data and test data. Training data is used to train model 
involving data preprocessing and feature extraction before 
training of model. The obtained trained model is used for 
determining the result of unknown datasets or a.k.a. test 
data. The accuracy of model can also be determined by 
decision making of test data for which we already know the 
result [4].  

            

Fig -1: Training and testing of machine learning model 

3. CLASSIFICATION OF MACHINE LEARNING ALGORITHMS 

Machine learning methods are broadly classified into three 
learning methods - Supervised, unsupervised and 
reinforcement learning. We discuss these approaches one by 
one in detail below [4]. 

3.1 Supervised Learning 

As the name suggests, this algorithm requires supervision for 
prediction or decision making. Here the input dataset is 
partitioned into training and test data. In supervised learning, 
target or output values are already assigned to training data 
for training of the model. Supervised learning is most 
popularly used to find the solution for classification and 
regression problems. Classification methods are used for 
discrete-value problems while regression methods are used 
for decision making in continuous value problems [4, 5]. 
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Fig-2: Classification of Supervised Learning algorithms 

 

Fig-3: Workflow of supervised machine learning 
algorithm 

3.1.1 Support vector machine (SVM)  

This is a most popular method for classification problems. It 
basically works on the method of calculation of margin. This 
approach uses hyperplane or a set of hyperplanes to separate 
features having high dimensional data to discriminate the 
objects between different classes. Initially SVM was only able 
to handle two-class problems or binary-classification 
problems but later the approach to solve multi-class 
problems were also developed by using a set of hyperplanes 
[6, 7, 8] 

 

Fig-4: Working of Support Vector Machine 

 

Fig-4: Pseudo code for Support Vector machine [8] 

3.1.2 Discriminant analysis 

A constructive way to solute the dimensionality issue is to 
reduce the dimension of data. As the dimensions enhance in 
number, there is positive increment in space volume that 
causes sparsity in the provided dataset resulting in problems 
by statistical computations. Discriminant analysis involves 
clustering of objects on the basis of similarity in their features 
to classify the data into various classes. This is a perfect 
example of dimensionality reduction approach [5]. Popular 
discriminative approaches based on dimensional reduction 
are [5, 9]: 

 Multidimensional Scaling (MDS) 

 Linear Discriminant Analysis (LDA) 

 Mixture Discriminant Analysis (MDA) 

 Quadratic Discriminant Analysis (QDA) 

 Flexible Discriminant Analysis (FDA)  

3.1.3 Naïve Bayes 

Naïve Bayes is another classification based machine learning 
approach which involves mainly the conditional probability 
method to determine whether the object belongs to 
particular class or not. Based on the probability of belonging 
to particular class a tree network is created a.k.a. Bayesian 
network [10]. 

 

Fig-5: Pseudo code for Naïve Bayes [11] 
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3.1.4 Nearest neighbor 

Nearest neighbor is a instance based algorithm generally 
referred as K-nearest neighbor (KNN) algorithm. In this 
approach basically the prediction for test data is made based 
on the object having nearest similar feature than the other 
available in training datasets. Hence larger the training 
dataset, result accuracy is higher [4, 5].  

3.1.5 Regression algorithms 

Regression analysis is based on fitting of a curve on the basis 
of training data available to identify the decision for 
continuous value problems. It models a mutual relationship 
among the parameters on the basis of error predicted by the 
trained model. Regression methods are used for those 
problems where prediction is to be made have continuous 
nature i.e. large or infinite solutions. Well known regression 
algorithms used are [2, 5]:   

 Ordinary Least Squares Regression (OLSR)   

 Linear Regression 

 Logistic Regression 

 Support Vector Regression 

 Multivariate Adaptive Regression Splines 
(MARS) 

 Locally Estimated Scatterplot Smoothing 
(LOESS) 

 

Fig-6: Pseudo code for Nearest Neighbor [12] 

3.1.6 Ensembles methods 

Till 1990s, the individual learning methods remained much 
popular but later it has been observed that use of 
combination of various learning methods a.k.a. ensemble 
learning approach provides much better result for overall 
problems instead of a particular learning algorithm [5]. The 
two most prominent ensembles techniques are:  

a) Boosting: It is based on reduction of the variance and 
bias. An effective learning approach is obtained by combining 
a number of weak learning approaches that rarely produce an 
efficient and accurate result.  

b) Bagging: A.k.a. bootstrapping used to obtain more 
accurate and stable result for a machine leaning method. This 
can be used in both supervised methods i.e. in classification 
problems and also in regression problems. Bootstrapping is 
also used to reduce the invariance problem and also handles 
the overfitting issue [5, 13]. 

 

Fig-7: Pseudo code for AdaBoost [13] 

 

Fig-8: Pseudo code for Bagging [13] 
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The other popular ensembles methods are [3]: 

 Random Forest  

 Bootstrapped Aggregation 

 Gradient Boosted Regression Trees (GBRT) 

 Stacked Generalization (blending) 

 AdaBoost 

 Gradient Boosting Machines (GBM) 

3.1.7 Decision trees 

Learning in decision tree involves prediction of a model that 
creates mapping between observations and conclusions for 
an object to its target value. The models of decision trees that 
have fixed target values are generally known as classification 
tree models. The decision tree contains internal nodes which 
represent the feature for a particular object while the leaf 
nodes represent class labels. The regression trees are those 
for which the target values are continuous in nature. Hence 
decision trees can be used for both type of problems i.e. 
classification and regression [4, 14]. 

Some of the important decision tree methods are [14]: 

 Classification and Regression Tree (CART) 

 Iterative Dichotomiser 3 (ID3) 

 C4.5 and C5.0  

 Chi-squared Automatic Interaction Detection 
(CHAID) 

 Decision Stump 

 Conditional Decision Trees 

 

Fig-9: Decision Tree 

 

Fig-10: Pseudo code for Decision Tree [14] 

3.1.8 Neural networks 

The artificial neural network model is based on biological 
theory of neurons (Primary unit of a cell in human brain). 
Similar to human brain, it consists of interconnection of a 
number of nodes (neurons) in the form of input layer, hidden 
layer and output layer. The neurons of one layer are fully 
connected to neurons of next layer in the neural network [4, 
5, 15]. 

 

Fig-11: Structure of an Artificial Neural Network 

Neural network model can be used for both of the 
classification and regression analysis. Supervised neural 
model is based on error correction of weights associated 
with the neuron interconnection based on the predicted 
output and actual target value so that associated weights can 
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be updated to further improve the performance. The most 
popular methods are Perceptron model, Back-Propagation 
model, Hopfield Network, Radial Basis Function Network 
(RBFN), etc. 

 

Fig-12: Neural Network for Supervised Learning 

3.2. Unsupervised Learning 

Unsupervised learning is a class of machine learning that 
perform inferred tasks to determine the obscured 
arrangement from unlabeled dataset. Here model is trained 
based on the features of unlabeled data and then decision is 
made for the test data available. Unsupervised learning 
generally focuses on clustering and dimensional reduction 
problems [3, 16]. 

 

Fig-12: Implementation of Unsupervised Learning 
algorithm 

The most popular unsupervised algorithms are K-means 
clustering, Principal component analysis (PCA), Hierarchical 
model, Hidden Markov model, neural network, etc [4]. 

3.2.1 K-means clustering  

Clustering algorithm is based on the grouping of objects 
based on similar features into various clusters. This 
distributes the available data into various groups or clusters, 
in the manner that each group contains the data with less 
distinguish features within the range of a definite distance. K-
means model is a centroid based approach having K-clusters 
so that the mean value lie at the centre of its cluster [4, 17]. 

 

Fig-13: Pseudo code for K-means clustering [17] 

3.2.2 Principal component analysis (PCA)  

PCA is fastest and easy to implement efficient approach 
among others. PCA is a dimensionality reduction based 
approach that transforms high dimensional data to low 
dimensional data however it has limited ability of linear 
transformation from one space into another space.  It focuses 
on highly important traits while ignoring less important. That 
means retaining the features of objects that have distinct 
information than the others while similar features are 
eliminated to reduce dimensions of data [4, 18].  

 

Fig-14: Pseudo code for PCA algorithm [18] 

3.2.3 Neural networks 

Neural networks can be also be used in unsupervised 
learning approach. In this the neural model doesn’t have any 
idea about the target output. This network classifies the data 
into various class based on the similarity of parameters in 
the data. The unsupervised neuron model correlates the 
input parameters of various objects and groups them into 
various classes [16]. 
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Fig-15: Unsupervised Learning model 

3.3 Reinforcement Learning 

This type of learning is preferably used in robotics and 
automation, gaming world, for navigation purpose and 
various other applications. This is a dynamic learning 
approach that creates an environment to achieve a definite 
outcome without being explicitly informing how near the 
target is. Reinforcement model is a class of learning 
approach that is based on try and hit method and selects the 
action that gives more positive (more close to target). It is a 
kind of composition of both supervised and unsupervised 
learning models. It initiates the learning with some random 
actions and then provides feedback to correct the action in 
positive manner [19]. 

Reinforcement learning model is exclusively based on two 
functions: trial and error finding and delayed outcome [20]. 
The reinforced model: the agent creates a behavior based on 
the input i from the input function I and state transition r 
both from current state s. Due to the behavior B , an action a 
is generated to modify the environment. 

 

Fig-16: Reinforcement Learning Mechanism 

Reinforcement neuron model is based on the feedback that 
the action taken by the network is corrective or not. If 
correction is positive then the network takes decision in 
positive forward direction to provide more nearest outcome 
to target. The thing to be noted that the network contains no 
prior knowledge regarding target [21]. 

 

Fig-16: Reinforced Neural Network 

4. CONCLUSION 

In this paper we reviewed various machine learning models 
that are most popular. In today’s era, humans are using 
machine learning based intelligent systems in daily life in 
direct or indirect purpose. This paper provides an insight 
overview of these trending machine learning models that can 
be used in various applications and advancement to these 
approaches. 
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