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Abstract - Most trust-based security schemes used in 
networked devices are designed to operate without knowledge 
of underlying communication infrastructure and as such 
considers all data or packet losses to be the result of one or 
more attackers in the network. However improved security 
schemes should consider this non-ideal nature of the 
underlying communication equipment and protocols. There 
are many other reasons for packet loss such as buffer overflow, 
node mobility, overflow at queue discipline, link changes etc. In 
this paper, we develop a protocol to estimate the actual reason 
for the packet loss before punishing the innocent nodes. The 
contribution of this paper is analysing the causes of packet loss 
and isolating the malicious node. This model is simulated in 

Network Simulator 3. The results are analysed.  
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1. INTRODUCTION 
 
Current trust-based security systems assume, malicious 
node is only reason for packet loss. But there are many other 
reasons regarding the packet loss. They failed to find out real 
cause of packet loss and always assume a malicious node as 
the main attackers. Detecting and analyzing in most trust-
based security schemes [2-5], the assumption of packet loss 
is only due to the malicious attackers.  But there are many 
other reasons for packet loss such as buffer overflow, node 
mobility, queue discipline, link changes etc. 

We classify the causes of packet loss into node related loss, 
mobility related loss and congestion related loss.  

Node related loss is divided into a) a node acts as selfish 
node b) a node acts as malicious node. 

a) When a packet arrives at a node, it do not forward as to 
save its energy. Here Node act as selfish node. 

b) When a packet arrives at a node it do not forward as it is 
malicious node. Malicious node only forward control packet 
not data packet. 

Loss due to mobility [7]: a) mac layer b) routing layer 

In mac layer packet loss due to unavailability of routing 
information, as nodes are out of range. 

In routing layer, packet loss take place in two cases: when a 
packet comes into routing table, it checks for its next hop 
address. If their it forwards otherwise, it stays in buffer. 

1) If it exceeds the time in the buffer, packet get loss. 

2) If the buffer is bandlimited, then packet loss take place. 

Congestion [7] related loss: due congestion problems packet 
loss take place. 

a) Queue overflow: due to high data rate, more packet comes 
to buffer. As the buffer is band limited, packet get loss. 

b) Busy channel: as the channel which we forward a packet 
is busy, they are put into a back off time. If it exceeds the 
time, packet loss take place. 

 For the analyzation and detection of various parameter, we 
implement the model in OLSR protocol, where it updates 
information continuously. For the simulation, 30 nodes are 
used.  1 node is considered as malicious node (so as to know 
if packet loss take place due to malicious attacker). We set 
queue size of 100 packet. One packet size is 409600 bits.   

2. PARAMETERS INFLUENCING FOR PACKET LOSS 

In Mac layer, when we send a message, we get an ACK back 
from the receiver.  So when each message is send we get san 
ACK back. When the data rate is high, more packet are send 
and more ACK we get. It causes interference in the channel. 
We implement a packet header in which data are 
encapsulated. It is forwarded along the HELLO packets. At the 
receiver the data packets are taken from HELLO packet. 
When a node is malicious it do not forward the data packet , it 
only forwards control packets. We can find out the packet by 
number of packets at the receiver to the total number of 
packets. 

We can calculate the probability of packet loss PM, 

              PM = Ratio of number of packets received to the total 
number of packet sent                  (1) 

 

Traffic load intensity Reserved 

 
Fig -1: Proposed protocol’s packet header 
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OLSR HELLO packet header Proposed protocol’s packet 
header 

 
Fig -2: Final packet format 

Due to high data rata, more packet comes to the buffer. As 
buffer are band limited packet loss take place. 

 Average Traffic load intensity 

                           TLB= (𝑞1+𝑞2+…𝑞𝑁)/𝑁                 (2) 

Traffic load intensity,  

  TLIB = TLB / qmax                  (3) 

  PQ = 1 - TLB               (4) 

As nodes are moving, formation of new link and breakage of 
old link takes place. Link change is the number of link 
formation and breakage of link. 

                             𝛈a= λa+μa                  (5) 

                             𝛈a= (λa +μa) / 2σa                 (6) 

Where., a represents node a 

    2σa is maximum link arrival rate and link formation rate 

λa=link formation of node a 

μa= link breakage of node a 

𝛈a=total number of link formation and link breakage of 
node a.  

 

3. IMPLEMENTATION 
 
Protocol is developed. Behavior model is developed, that is 
making a node malicious. Malicious node do not forward 
data packet, they actually forward only control packet. 
Calculate queue load, forward to its neighbors. Special 
packet headers are developed. Along with OLSR protocol, 
special packet headers are forwarded. Table to update the 
details of incoming and outgoing HELLO packets. Calculating 
the HELLO packet. Calculate the link formation and link 
breakage 
 
 

 

 
Fig -3: Functional block diagram for incoming packet 

 

In the above figure, it shows as the function call diagram for 
the incoming packet. When a packet comes to a node, three 
steps operate at the same time. 1. Update times out 2. 
Process incoming and 3. Routing table updated events. 
When a new packet enters, it checks whether it is from new 
neighbors. If it is from new neighbor, it updates the routing 
table. Then the updating and all the details about the 
neighboring nodes are mentioned in neighbor stats table. 
Stats Reset interval provide the intervals to make 
calculation. All the calculation are stored in neighbor link 
profile. Then recompute trust , where we decide a node is 
malicious or not. It seeks the help of forward probability 
index. Two threshold value are there. Trust threshold and 
FPI threshold. If the calculation is below the FPI threshold 
and if it is below trust threshold the node is malicious and 
we isolate the attacker. 
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Fig -4: Single row of neighbor stats table 

In figure 4 shows the neighbor stats table of each node that 
is detailed information of neighboring node. In the figure 5 
all the calculation of the nodes are stored 
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Fig -5: Single row of neighbor link profile 

 
In the figure 6 shows the function call diagram of outgoing 
packets. When a packet goes out of a node it catches the 
packet and generate a header and calculate its traffic load 
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intensity. Then along with the HELLO Packet, the packets are 
forwarded 
 

 
Fig -6: Functional block diagram for outgoing packets 

 
4. APPLICATIONS 
 
All the security protocols, are developed using different 
algorithm. Mostly in security protocols such as power 
control, speed control etc.., assumptions are made. One of the 
assumptions used in security protocol is that main cause of 
packet loss is attack of malicious node(attacker). But that 

assumption is wrong and changed that assumption find out 
the definite reason for the packet loss for more security. 
 

5. CONCLUSION 
 
In this paper we introduce a packet header along with the 
HELLO packets. We implemented behavioral model that is 
making one node as malicious.  Find out and analyzed the 
various causes of packet loss.  Some of the parameters are 
queue overflow, link changes, unavailability of routing 
information. queuing discipline etc. we simulated in network 
simulator3.  Implemented new algorithm.  We developed a 
packet header, along with the HELLO packets, our data 
packets are forwarded. 
 
In future work Queuing discipline will also be taken into 
consideration. Analysis of packet loss in terms of the 
transport protocol used. 
 

6. SIMULATION RESULTS 
 
Implementation of the model are simulated in NS3. Fig 6 
show packet loss when data rates increases. X- axis 
represents effects of data rate and Y axis represents number 
of packets drop. As more data packets, queue overflows due 
limited bandwidth, so packet gets loss.  As data rate increase 

packet loss increases in non-linear manner. Only nodes 
which are in the path of receiver and sender are contribute 
to the packet loss  
 

 

 
 

Fig -7: Packet loss due to queue interference 
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Fig.-8: Packet loss due to malicious drop 
 
Fig8 shows packet loss due to malicious drop as the data rate 
increases. X- axis represents effect of data rate (malicious 
node) and Y -axis represents packet loss. As the data rate 
increases there is slight increase in packet loss. This is due 
the increase in number of packets send to the malicious 
node. 
 

Table -1: Results after a single run 
 

Node  IFQ drop Malicious drop No-RT -drop 

0 0 317 0 

1 0 0 0 

2 0 0 0 

3 0 17 0 

4 0 0 0 

5 101 0 0 

6 0 0 0 

7 487 0 0 

8 0 0 0 

9 0 0 0 

10 0 0 0 

11 153 3 0 

12 0 0 0 

13 0 0 0 

14 24 0 0 

15 0 0 0 

16 246 0 0 

17 0 0 0 

18 8 0 0 

19 12 0 0 
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