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Abstract - For real world applications like video 
surveillance, human machine interaction, and security 
systems, face recognition is of great importance. Deep learning 
based methods have shown better performance in terms of 
accuracy and speed of processing in image recognition 
compared to traditional machine learning methods. This 
paper presents a modified architecture of the Convolution 
Neural Network (CNN) by adding two operations of 
normalization to two of the layers. The operation of 
normalization that is normalization of the batch provided 
acceleration of the network. CNN architecture was used to 
extract distinctive facial characteristics and Softmax classifier 
was used to classify faces within CNN's fully connected layer. 
Our Face Database has shown in the experiment part that the 
proposed approach has improved the performance of face 
recognition with better results of recognition. 
Key Words:  face recognition, convolutional neural network, 
softmax classifier, deep learning 
 

1.INTRODUCTION  
 

Face recognition is the process of recognizing a  
person's face through a vision system. Because of its use in 
security systems, video surveillance, commercial areas, it has 
been an important human - computer interaction tool and is 
also used in social networks like Facebook. After the fast 
development of artificial intelligence, face recognition has 
attracted attention due to its meddlesome nature and since it 
is the main method of human identification when compared 
with other types of biometric methods. Face recognition can 
be easily checked in an uncontrolled environment without 
the knowledge of the subject person. 

As the history of face recognition is viewed, it is seen 
that it has been present in many research papers e.g. [1]–[6 ]. 
Traditional methods based on shallow learning have faced 
challenges such as pose variation, scene lighting and facial 
expression changes as in references [7]-[17]. Shallow 
learning methods use only some basic image characteristics 
and trust on artificial experience to extract sample 
characteristics. Deep learning methods can extract more 
complicated facial characteristics [18]-[27]. Deep learning is 
making crucial progress in solving issues that have for many 
years restricted the artificial intelligence community's best 
attempts. It has proved outstanding in disclosing complex 
structures in high-dimensional data and is therefore 
applicable to many science, business and government 
domains. It addresses the problem of learning hierarchical 
representations with a single algorithm or some algorithms 

and has mainly defeated records in image recognition, 
natural language processing, semantic segmentation and 
many other real world scenarios [28]-[35]. There are various 
deep learning approaches like Convolution Neural Network 
(CNN),  Deep Belief Network (DBN) [36], [37], Stacked 
Autoencoder [38]. In image and face recognition, CNN is 
frequently used as an algorithm. CNN is a kind of artificial 
neural networks that use convolution approach to extract 
characteristics from input data to increase the number of 
characteristics. CNN was first proposed by LeCun and was 
first used in the recognition of handwriting [39]. His 
network was the source of many of the recent architectures 
and an inspiration for many scientists. By publishing their 
work in the ImageNet Competition, Krizhevsky, Sutskever 
and Hinton achieved good results [40]. It is regarded as one 
of computer vision's most dominant publications and has 
shown that CNNs outperform recognition performance in 
comparison with handmade methods. CNN has achieved  
cutting - edge  over a number of areas with computational 
power from Graphical Processing Units (GPUs), including 
image recognition, scene recognition and edge detection. 

This paper's main contribution is to obtain a 
powerful high accuracy recognition algorithm. In this paper, 
by adding Batch Normalization process after two different 
layers, we developed a new CNN architecture. 

In this paper, the general structure of the process of 
face recognition consists of three stages. It starts with the 
pre - processing stage: the conversion of color space and the 
resize of images, continuing with the extraction of facial 
features and then the classification of extracted feature set. 
Softmax Classifier is to realize the final stage in our system, 
which is classification based on the facial characteristics 
extracted from CNN. 

The rest of this paper is as follows organized. The 
architecture of CNN is introduced in section 2. The proposed 
algorithm will be discussed in section 3. Section 4 presents 
the face database used in this paper. Section 5 presents the 
experimental results. Finally, in section 6, we discuss 
conclusions. 

2. METHODOLOGY 
 

CNNs are a category of neural networks that have 
shown to be highly effective in areas such as face recognition 
and classification. CNNs are a type of feed-forward, multi-
layered neural networks. CNNs consist of neurons with 
learning weights. Each filter takes certain inputs, converts 
and follows them with a non-linearity [41]. As shown in 
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Fig.1, a typical CNN architecture is shown. CNN's structure 
contains layers of Convolution, pooling, Rectified Linear Unit 
(ReLU), and Fully Connected. 

 
                                 Fig 1: Layers of CNN 

 
2.1 Convolution Layer 
 Convolution layer performs the core building block 
of a Convolutionary Network that performs most of the 
heavy lifting computations. Convolution layer's main 
purpose is to extract features from the image-based input 
data. By learning image features using small squares of input 
image, Convolution preserves the spatial relationship 
between pixels. Using a set of learnable neurons, the input 
image is compressed. This creates a feature map in the 
output image and then feeds the feature maps to the next 
convolution layer as input data. 
 

2.2 Pooling Layer 
 Pooling layer reduces each activation map's 
dimensionality but still has the most important information. 
The images input are divided into a set of rectangles that are 
not overlapping. A non-linear operation such as average is 
used to down-sample each region. This layer achieves better 
generalization, faster convergence, robust translation and 
distortion, and is usually placed between layers of 
convolution. 
 

2.3 ReLU Layer 
 ReLU is a non-linear operation that involves units 
that use the rectifier. It is an element-wise operation which 
means that it is applied per pixel, reconstituting all  the 
negative values by zero in the feature map. To understand 
how ReLU operates, we assume that in the literature for 
neural networks there is a neuron input given as x and from 
that the rectifier is defined as f(x)= max(0,x). 
 

2.4 Fully Connected Layer 
 The term Fully Connected Layer (FCL) refers to each 
filter connected in the next layer in the previous layer. The 
output from the layers of convolution, pooling, and ReLU are 
incarnation of the input image's high-level features. The aim 
of using the FCL is to use these features to classify the input 
image into different classes based on the training dataset. 
FCL is considered to be the final layer of pooling feeding the 
features to a classifier using the activation function of 
Softmax. The sum of Fully Connected Layer's output 
probabilities is 1. Using the Softmax as the activation 
function ensures this. The Softmax function takes an 
arbitrary real-evaluated scores vector and transforms it into 
a value vector between 0 and 1 that sums up to 1. 

 

3. THE PROPOSED ALGORITHM 
 The block scheme of the proposed algorithm for 
CNN recognition is shown in Fig. 2. The algorithm is 
performed in the following three steps: 
 

1) Resize the input images as 16x16x1, 16x16x3, 
32x32x1, 32x32x3, 64x64x1, and 64x64x1. 

2) Make a CNN structure with eight layers made up of 
convolutional, max pooling, convolutional, max 
pooling, convolutional, max pooling, convolutional, 
and convolutional layers respectively. 

3) Use Softmax classifier for classification after 
extracting all the features. 

 
                                    Fig 2:  CNN Block Diagram 
 
In picture. 3, The structure of the proposed CNN extraction 
block feature is shown. 

 
 

4. DATABASE 
 
 Our face database contains images of 4 people taken 
at different times with different lighting conditions taken 
between 2/03/2019 to 8/03/19. Each individual in the 
database is represented by hundred colored JPEG images 
with cluttered background taken at 640 pixels resolution. In 
these images, the average size of the faces is 150bis150 
pixels. The pictures show frontal and/or inclined faces with 
different conditions of lighting and scale. Photograph. Fig. 4 
presents some face images from our face database of 
different subjects [42]. 
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5. EXPERIMENTAL RESULTS 
 
  We designed our CNN with the MatConvNet 
software tool Beta23 version. The size of each image was 
changed after the pre-processing stage as 16x16x1, 16x16x3, 
32x32x1, 32x32x3, 64x64x1, and 64x64x3. 70% of the 
pictures were assigned to the training set, 30% to the test 
set. By making changes in image size, learning rate, batch 
size, and so on, we implemented various tests. For 35 
epochs, CNN was trained. The performance of the proposed 
CNN was assessed based on top-1 and top-5 errors. Top-1 
error rate checks whether the top class is identical to the 
target label and top-5 error rate checks whether the target 
label is one of your top five predictions. Table 1 shows a 
brief structure of the proposed algorithm. The results in the 
literature are better than those using shallow learning 
techniques like in references [43-45]. 
 

 
 

Figure 5 shows the performance of the proposed 
CNN architecture with respect to the top-1 error rate. As 
seen from Figure 5, from the image size 64x64x3, the lowest 
top-1 error rate was obtained. This result matters when it is 
intended to find any subject's target label in the database. 

Top-5 error rate is given in Figure 6 and the lowest rate with 
3 channels was achieved from all images. 

 

 
 
6. CONCLUSION 

This paper presents an empirical assessment of the 
CNN architecture-based face recognition system. The 
prominent features of the proposed algorithm is that it uses 
batch normalization for the outputs of the first and final 
convolution layers and higher accuracy rates are achieved by 
the network. Softmax Classifier is used to classify the faces in 
a fully connected layer step. Our Face Database tested the 
performance of the proposed algorithm. The results showed 
satisfactory rates of recognition according to literature 
studies. 
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