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Abstract: Algorithms of Audio signal processing generally 
involves analysis of signal, its properties extraction, behavior 
prediction, recognition of any pattern within the signal, and 
also the way in which a specific signal is correlated to a 
similar audio signal. Audio signals may comprise of speech, 
music and environmental sounds. Over the past few years, 
such audio signal processing has developed considerably in 
terms of signal analysis and classification. Also, it has been 
proven that many existing issues are often solved by 
integrating the smart machine learning (ML) algorithms 
with the audio signal processing techniques. The 
performance of any ML algorithm depends on the 
parameters/features on which the training and testing is 
concluded. Hence, feature extraction is an important part of 
a machine learning process. The intend of this research work 
is to summarize the literature of the audio signal processing 
which specializes in the feature of aaroh and avroh of Indian 
classical raag. During this survey the frequency domain, 
temporal domain, wavelet domain, cepstral domain and 
time frequency domain features are extracted and discussed 
thoroughly. 
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1. INTRODUCTION: 

Feature extraction is one of the important step in 
audio analysis. Mainly, feature extraction is an essential 
processing step in pattern recognition and machine 
learning tasks. The objective is to extract a set of features 
from the dataset of interest. These extracted features must 
be informative in terms of desired properties of the 
original data. One can consider feature extraction as a 
procedure for data rate reduction since we need our 
analysis algorithms to be based on a comparatively small 
number of features. Here, we have extracted features for 
aaroh and avroh of raga Yaman and analyzed them. 
LibROSA, which is a python package, is used for music and 
audio analysis. It helps in providing the building blocks 
required to create music information retrieval systems. 
Time domain feature, chroma features and spectral 

features are covered in this paper. Extracted features are 
used for audio classification, recognition, generation, 
Genre classification and Mood detection. 

2. Indian Classical Raag YAMAN: 

A raga is only a melodic structure with fixed notes in 
North Indian traditional music with set of rules [16]. Raag 
Yaman for Peace, Happiness is generally performed 
distinctly during the early night. It passes on a 
temperament that is quiet, quiet, and tranquil and 
simultaneously euphoric and energetic [18, 19]. The notes 
in a Raag Yaman generally relate to the accompanying 
notes in the western scale, in the key of D: 
 
Thaat: Kalyan 
Aaroha: Ni Re Ga Ma(Kori Ma/tivra Ma i.e. Ma#) Pa Dha                
Ni Sa, 
Avroh: Sa Ni Dha Pa Ma ((Kori Ma/tivra Ma i.e. Ma#)) Ga 
Re Sa. 
 

3. AUDIO FEATURE EXTRACTION: 

Sound features can be defined as mathematical 
algorithms that can be put into practice, either by software 
or hardware, to pull out helpful information from the 
signal which is not observable from the raw data. Features 
are extracted either from the frequency (spectral) domain 
or the time (temporal) domain. The signal is analyzed with 
respect to time in time domain, while in the frequency 
domain the signal is analyzed with respect to frequency. 
Spectrograms are also used to extract features that hold 
spectral as well as temporal information. 

 

4. Time Domain Features : 

Time domain refers to the analysis of mathematical 
functions, time series of economic or environmental data 
or physical signals, with respect to time. In the case of time 
domain, the signal or function's values are identified for 
all real numbers, be it a case of continuous time or discrete 
time. An oscilloscope is a tool generally used to visualize 
real-world signals in the time domain. 

https://en.wikipedia.org/wiki/Function_(mathematics)
https://en.wikipedia.org/wiki/Function_(mathematics)
https://en.wikipedia.org/wiki/Time_series
https://en.wikipedia.org/wiki/Economics
https://en.wikipedia.org/wiki/Environmental_statistics
https://en.wikipedia.org/wiki/Signal_(information_theory)
https://en.wikipedia.org/wiki/Time
https://en.wikipedia.org/wiki/Real_number
https://en.wikipedia.org/wiki/Continuous_time
https://en.wikipedia.org/wiki/Discrete_time
https://en.wikipedia.org/wiki/Discrete_time
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4.1 Zero crossing rate: 

The rate at which a signal changes its sign during the 
frame is known as “Zero crossing rate (ZCR)”. It highlights 
the number of times the signal changes value, from 
positive to negative and vice versa, which is to be divided 
by the total length of the frame [1]. 

 

ZCR is considered as a measure of the noisiness for 
any signal. Likewise, it generally gives higher values in the 
case of noisy signals. It is also known to reflect, up to some 
extent, the spectral characteristics of a signal. 

Characteristics:  

a) Noise and unvoiced sound have high ZCR. 
b) ZCR is generally used in endpoint detection, 

particularly in recognition of the start and end of 
unvoiced sound. 

c) To differentiate noise/silence from unvoiced 
sound, normally we include a shift before 
calculating ZCR.  

 
Fig.-4.1(a): Zoom in for 8000< n <9000 (Aaroh) 

 

 
Fig-4.1(b) : Zoom in for 8000< n <9000 (Avroh) 

 
 
 

4.2 Autocorrelation : 

The autocorrelation method is related to the time 
domain feature detector. The autocorrelation of the signal 
can be projected in below mentioned equation : 

         

Here, the speech sample sequence – x(n) is multiplied 
by a rectangular window of length N, and τ is the lag 
number. The value of τ varies between 0 and N-1. The 
major peak in the autocorrelation function is on the zero 
lag location (τ = 0). The location of the subsequent peak 
provides an approximation of the period, and the height 
provides an indication of the periodicity of the signal. For 
analog signals this estimation is specified by equation[15]. 

 

Below figure shows the Autocorrelation of a particular 
audio segment from aaroh and avroh respectively of Raag 
Yaman. 

 
Fig.-4.2(a): Autocorrelation of a segment (Aaroh) 

 

 
Fig.-4.2(b): Autocorrelation of a segment (Avroh) 

 
 
 

… (1) 

... (2) 

… (3) 
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5. SPECTRAL FEATURES: 
 

Spectral features are also known as frequency based 
features and can be obtained using the Fourier Transform, 
by converting the time based signal into the frequency 
domain like: spectral density, spectral centroid, spectral 
flux, fundamental frequency, spectral roll-off, frequency 
components etc. These features are useful to recognize the 
notes, pitch, rhythm and melody. 

 
5.1 Spectrogram: 

In feature extraction of a speech, frequency (spectral) 
analysis is very important. Human speech can be 
considered to be reasonably stationary over the study 
interval of 20- 25 msec. Hence, the signal is analyzed in 
consecutive narrow time frames of 20-25 ms width. For 
the speech signals, the spectral analysis is carried out by 
identifying Discrete Fourier Transform (DFT) of the 
samples in the frame. Fast Fourier Transform algorithm is 
used to calculate DFT [14]. 

 
Fig.-5.1(a): Spectogram (Aaroh) 

 

 
Fig.-5.1(b): Spectogram (Avroh) 

 

5.2 Mel-Spectrogram : 

The Mel Scale is the outcome of non-linear 
transformation of the frequency scale. The Mel Scale is 
created in such a manner that sounds of equal distance 
from each other on the Mel Scale, also “sound” to humans 
as they are equal in distance from one another. For Hz 
scale, the difference between 500 and 1000 Hz is obvious, 
while the difference between 7500 and 8000 Hz is hardly 
noticeable. After having an idea about Spectrogram, and 
also about Mel Scale, so the Mel Spectrogram, is, a 
Spectrogram with the Mel Scale as its y axis. 

 
Fig.-5.2(a): Mel Spectrogram (Aaroh) 

 

 
Fig.-5.2(b): Mel Spectogram (Avroh) 

 

5.3 Spectral centroid: 

The spectral centroid is a measure used in digital 
signal processing to characterize a spectrum. It indicates 
where the center of mass of the spectrum is located [1]. 
Perceptually, it has a robust connection with the 
impression of brightness of a sound. The spectral centroid 
are two simple measures of spectral position and shape. 
The center of ‘gravity’ of the spectrum is called spectral 
centroid. Here, the value of spectral centroid (CI), is 
defined for the ith audio frame as: 
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Fig.-5.3(a): Spectral Centroid (Aaroh) 

 
To extract the mean (centroid) from each frame, every 

frame of a magnitude spectrogram is normalized and 
treated as a distribution over frequency bins. Higher 
values of spectral centroid represent the brighter sounds. 

 
Fig.-5.3(b): Spectral Centroid (Avroh) 

 

5.4 Spectral roll off: 

It is the frequency under which around 90% of the 
magnitude distribution of the spectrum is concentrated. 
Hence, it satisfies the following equation if the mth DFT 
coefficient corresponds to the spectral roll off of the ith 
frame [1]: 

 

Where C is the adopted percentage. The spectral roll 
off frequency is generally normalized by dividing it 
with , so that it gets values between 0 and 1. This type 

of normalization means that a value of 1 corresponds to 
the maximum frequency of the signal, i.e. to half the 
sampling frequency. 

 
Fig.-5.4(a): Spectral Roll-off (Aaroh) 

 
Spectral roll off can be also treated as a spectral shape 

descriptor of an audio signal and can be used for 
differentiating between voiced and unvoiced sounds. It can 
also be used to differentiate between various types of 
music tracks. 

 
Fig.-5.4(b): Spectral Roll-off (Avroh) 

 

5.5 Spectral skewness: 

Spectral skewness is the 3rd order statistical value.  
Symmetry of the spectrum around its arithmetic mean 
value is measured by this. It would be equal to zero for 
silent segments and high for voiced parts.  

 
Fig.-5.5: Effect of skewness value 

… (4) 

… (5) 
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Skewness equal to zero represents symmetric 
distribution, skewness less than zero is a sign of more 
energy to the right side of spectral distribution and 
skewness greater than zero describes more energy 
components are present on the left side of the spectrum. 
This feature is used in mood detection, music genre 
classification, fault finding in motor bearings and 
Parkinson’s disease detection from speech.  

5.6 Spectral Contrast: 

Every frame of a spectrogram S is divided into sub-
bands. Comparison of the mean energy in the top quantile 
(peak energy) to that of the bottom quantile (valley 
energy) is done to estimate the energy contrast of every 
sub band.  

Especially, narrow-band signals are represented by 
high contrast values, while broad-band noise are 
represented by low contrast values. 

 
Fig.-5.6(a): Spectral contrast (Aaroh) 

 

 
Fig.-5.6(b): Spectral contrast (Avroh) 

 

 
Fig.-5.6(c): Mean Spectral contrast (Aaroh) 

 
Spectral Contrast extracts the spectral valleys, peaks 

and differences between their each sub-band while the 
FFT amplitudes are summed up by MFCC.  

 
Fig.-5.6(d): Spectral contrast (Aaroh) 

 
Thus, Spectral Contrast feature correspond to the 

relative spectral characteristics whereas MFCC only 
involves the average spectral information. Spectral 
Contrast includes more spectral information in 
comparison to MFCC. 

5.7 Onset Detection : 

Onset detection function is mainly an under-sampled 
version of the original music signal. As per the 
preprocessing phase, the signal is separated into partially 
overlapping frames and the ODF consists of one value for 
each frame [9].  

By the definition of an onset, the onset detection is the 
method of identifying which parts of a signal are 
comparatively unpredictable. Therefore, each value in an 
ODF ought to give a fair indication as to the measure of the 
unpredictability of that particular frame. For onset 
detection, the vector of these values is passed to the peak-
detection algorithm. 
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Fig.-5.7(a): Onset detection (Aaroh) 

 

 
Fig.-5.7(b): Onset detection (Avroh) 

 

5.8 Spectral Bandwidth : 

Spectral bandwidth is considered as the 2nd order 
statistical value which determines the low bandwidth 
sounds from the high frequency sounds. It is generally 
used in music classification and environmental sound 
recognition [1]. 

 
Fig.-5.8(a): Spectral Bandwidth for p=1,2,3  

(Raag yaman aaroh) 
 
 

 
Fig.-5.8(a): Spectral Bandwidth for p=1,2,3 

(Raag yaman avroh) 
 

6. CEPSTRAL DOMAIN FEATURES: 

A cepstrum is obtained by considering the inverse 
Fourier transform of the logarithm of the signal spectrum. 
There are various kinds of cepstrum like complex, power, 
phase and real cepstrum. Out of all these, power cepstrum 
is the most significant to the speech signal processing. The 
analysis of the cepstrum is called as cepstrum analysis, 
quefrency analysis (corresponding to frequency analysis in 
spectrum domain) or liftering (corresponding to the 
filtering in spectrum domain)[3]. For pitch detection, 
speech recognition and speech enhancement, these 
cepstrum features are mainly used. The cepstrum/cepstral 
features are discussed below. 

 
6.1 MFCC features: 

MFCC feature progress around perceptual or 
computational considerations. As this feature captures 
some of the fundamental properties used in human 
hearing, it is considered ideal for general audio 
discrimination. The MFCC feature has been effectively 
applied to speech recognition, music modeling and audio 
information retrieval and in recent times, it has been used 
in audio surveillance [1]. 

 
Fig.-6.1(a): MFCC Features (Aaroh) 
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Fig.-6.1(b): MFCC Features (Avroh) 

 

 
Fig.-6.1(c): Mean MFCCs (Aaroh) 

 

 
Fig.-6.1(d): SD MFCCs (Aaroh) 

 
 The Mel Frequency Cepstral Coefficients (MFCCs) of a 

signal briefly describe the overall shape of a spectral 
envelope. By printing the shape of MFCCs you get number 
of MFCCs against the number of frames where the first 
value represents the number of MFCCs calculated and 
another value represents a number of frames available [6]. 

7. CHROMA FEATURES: 

Chroma features are engaging and powerful 
illustration for music audio. Under this, the whole 

spectrum is projected on to 12 bins representing the 12 
separate semitones (or chroma) of the musical octave.  

The chroma feature is a descriptor, which represents 
the tonal content of a musical audio signal in a condensed 
form. Therefore chroma features can be considered as 
important prerequisite for high-level semantic analysis, 
like chord recognition or harmonic similarity estimation. 

Since, in music, notes exactly one octave apart are 
perceived as particularly similar, understanding the 
distribution of chroma even without the absolute 
frequency (i.e. the original octave) can give helpful musical 
information about the audio and may even reveal 
perceived musical similarity that is not noticeable in the 
original spectra[11]. 

 
Chart-7: Steps for Chroma feature extraction 

 

7.1 Constant Q- transform: 

A constant Q transform is a bank of filters, but in 
contrast to the fourier transform, it has geometrically 
spaced center frequencies [11,12]:  
 

 

Here, b indicates the number of filters per octave.  
It is important to note that an appropriate choice for f0 

(minimal center frequency) and b the center frequencies 
directly correspond to musical notes, which makes the 
constant Q transform so useful. 

 

 
Fig.-7.1(a): Constant Q-Spectogram (Aaroh) 

… (6) 
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Fig.-7.1(b): Constant Q-spectrogram (Avroh) 

 
7.2 CENS features 

CENS (Chroma Energy Normalized Statistics) features 
can be obtained by some extra degree of abstraction after 
considering short-time statistics over energy distributions 
within the chroma bands, CENS features cover a family of 
scalable and robust audio features. These features are very 
useful in audio matching and retrieval applications [12]. A 
quantization is applied based on logarithmically chosen 
thresholds for computation of CENS features. 

 

 
Fig.-7.2(a): Chroma CENS (Aaroh) 

 

 
Fig.-7.2(b): Chroma CENS (Avroh) 

 

 
Fig.-7.2(c): Mean CENS (Aaroh) 

 

 

Fig.-7.2(d): SD CENS (Aaroh) 
 

This brings in some kind of logarithmic compression 
like the CLP[η] features. Additionally, these features allow 
for introducing a temporal smoothing. Feature vectors are 
averaged using a sliding window technique depending on a 
window size denoted by w (given in frames) and a down 
sampling factor denoted by d [12]. In the following, we do 
not change the feature rate and consider only the case d = 
1 (no down sampling). Therefore, the resulting feature 
only depends on the parameter w and is denoted by 
CENS[w]. 

 

7.3 CRP features 

To increase the degree of timbre invariance, a new 
family of chroma-based audio features has been 
established. The common thought is to get rid of timbre-
related information in a similar fashion as pitch-related 
information is discarded in the calculation of mel-
frequency cepstral coefficients (MFCCs). After applying a 
logarithmic compression for pitch features, the 
logarithmized pitch representation is transformed, using a 
DCT [12]. 

 After that we need to keep only the upper coefficients 
of the resulting pitch-frequency cepstral coefficients 
(PFCCs), apply an inverse DCT and lastly projects the 
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resultant pitch vectors onto 12-dimensional chroma 
vectors. These vectors are known as CRP (Chroma DCT 
Reduced log Pitch) features. The upper coefficients to be 
kept are specified by a parameter p ∈ [1: 120]. 

 

7.4 CP features: 
 

 We can obtain a chroma representation from the Pitch 
representation by mainly adding up the matching values 
that is pertaining to the same chroma. To archive 
invariance in dynamics, we normalize each chroma vector 
relating to the Euclidean norm. The resultant features are 
referred to as Chroma-Pitch represented by CP. 

 
7.5 CLP Features: 
 

These features utilize to justify the logarithmic 
sensation of sound intensity, logarithmic compression is 
applied while computing audio features. Before deriving 
the chroma representation, the local energy values e of the 
pitch representation are logarithmized [11]. Whereas each 
entry e is replaced by the value log (η · e+1), where η is a 
appropriate positive constant. The resultant features, are 
referred to as Chroma-Log-Pitch indicated by CLP[η], 
which depend on the compression parameter η. 

 

8. Energy based Features: 

To differentiate between noises, low, medium and high 
energy regions within the audio signal, Active speech level 
algorithm (ASL) is used. ASL finds out speech activity 
factor (Spl) which correspond to the fraction of time where 
the signal is considered to be active speech and the 
matching active level for the signal’s speech part. The 
speech activity algorithm calculates the speech energy 
value at every sample time frame [1]. 

 

8.1 Energy:  

The short-term energy is computed according to the 
below mentioned equation: 

 

Here, xi (n), n=1, WL be the sequence of audio samples 
of the ith frame, where WL is the length of the frame.  

 
Fig.-8.1(a): Energy signal (Aaroh) 

 

 

Fig.-8.1(b): Energy signal (Avroh) 
 

8.2 Root Mean Square Error:  

The standard deviation of the residuals (prediction 
errors) is considered as Root Mean Square Error (RMSE). 
Residuals quantify about distance between the regression 
line and data points; RMSE is a measure of how spread out 
these residuals are 

 

        In other words, it tells about how concentrated the 
data is around the line of best fit. Root mean square error 
is usually used in climatology, forecasting, and regression 
analysis to verify investigational results [5]. Below figures 
are having the plot of RMSE, Delta RMSE and Energy 
Novelty functions in a single Frame.  

… (7) 

… (8) 

https://www.statisticshowto.datasciencecentral.com/residual/
https://www.statisticshowto.datasciencecentral.com/prediction-error-definition/
https://www.statisticshowto.datasciencecentral.com/prediction-error-definition/
https://www.statisticshowto.datasciencecentral.com/line-of-best-fit/
https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/regression-analysis/
https://www.statisticshowto.datasciencecentral.com/probability-and-statistics/regression-analysis/
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Fig.-8.2(a): Energy based features (Aaroh) 

 

 
Fig.-8.2(b): Energy based features (Avroh) 

 

8.3 Novelty Function: 

To identify note onsets in audio, we need to locate 
sudden variations in the audio signal which mark the start 
of transient regions. Many times, an increase in the signal's 
amplitude envelope will indicate an onset candidate.  

Sometimes notes can vary from one pitch to another 
without changing amplitude, e.g. slurred notes played on 
violin. Novelty functions denote local variation in signal 
properties such as energy or spectral content [17]. We will 
analyze about two novelty functions named below: 

 
i. Energy-based novelty functions  

ii. Spectral-based novelty functions  

 The graphs shown in the figure illustrates the energy 
Distribution of entire signal. 

 

 
Fig.-8.3(a): Energy based Novelty function (Aaroh) 

 

 
Fig.-8.3(b): Energy based Novelty function (Avroh) 

 

9.  Other Audio Features: 

More to this there are other Audio features that I have 
tried to extract from aaroh and avroh of Raag yaman, 
which are given below. Those are also very informative 
and could help in to classifying genre and detection of 
mood from the given audio data. 

Fig.9 (a) is showing the Bit locations on a given 
waveform where Fig.9(b) shows the Harmonic and its 
percussive plotting in mono frame. 

 
Fig.-9(a): Bit locations (Raag yaman avroh) 
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Fig.-9(b): Harmonic with percussives (Raag yaman avroh) 

 

 
Fig.-9(c): Magnitude Spectrum (Raag yaman avroh) 

 

 
Fig.-9(d): Onset envelope (Raag yaman avroh) 

 
       Fig.9(c) have the plot of magnitude spectrum of Raag 
yaman avroh, Fig.9(d) figure shows the envelope of 
Onsets,Fig.9(e) shows the fourier tempogram.Fourier 
tempogram is basically a magnitude spectogram of the 
novelty function and the last figure shows the histogram of 
interval between adjacent beats. These are unique features 
by their characteristics and helps to Retrive the 
information of Raag yaman.  
 

 
Fig.-9(e): Fourier Tempogram (Raag yaman avroh) 

 

 
Fig.-9(d): Interval Histogram (Raag yaman avroh) 

 
CONCLUSION: 

In this paper, we have extracted the most essential 
features with the help of LibROSA and have got the 
understanding about the features and their uses. The 
software platform we have used for coding is jupyter 
notebook. Indian classical raag YAMAN have very sharp 
characteristics and from this extracted information, 
further raag identification, raga recognition and raga 
classification can be done with excellent accuracy. 
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