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Abstract: The Problem of using channel decoding of linear codes with short to moderate block length is 
considered. The Deep Learning based algorithms can be used to improve decoding capability. The Deep Learning 
algorithms also shown that tying the parameter of the decoders across the iteration, so as to form a recurrent 
neural network architecture, which can be implemented with the comparable results. The main advantage is that 
to use the Deep Learning algorithms for less number of parameter has been significantly used. This Deep Learning 
algorithms generalize the belief propagation algorithm by assigning weights to the edges of the Tanner graph and 
then these edges are trained using Deep Learning algorithms. The Proposed work is on DNN (Deep Neural 
Network) decoders for LDPC (Low Density Parity Check) codes is considered. The use of LDPC codes provide the 
best performance for medium to higher block length but it also provide better performance for small block length. 
The use of this iterative Deep Learning based decoder converge faster and thus achieve higher throughput at the 
cost of trivial additional decoding complexity. 
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1. INTRODUCTION: 
 
When transmission of digital signals takes place between two systems such as two computers as shown in fig. 
1.1, the signal gets contaminated due to the addition of ‘noise’ to it. The noise can introduce an error in the 
travelling binary bits from one system to another system, which changes ‘0’ to ‘1’. This error can become 
serious threat to the accuracy of the digital system. So therefore it is necessary to detect and correct the errors. 
The reliability of the data transmission will be severely affected due to these errors. In order to improve 
reliability, will have to increase the signal power or to reduce the spectral density N0 so as to maximize SNR Eb / 
N0 . But practically there is a limitation on the maximum value of the SNR. We cannot increase beyond its limit. 
Hence for a fixed value of SNR , we have to use some kind of “CODING” in order to improve the quality of the 
signal. LDPC is a Linear error correcting code, a method of transmitting a message over a noisy transmission 
channel.LDPC codes are defined by a sparse parity-check matrix.For example it contains only a small number of 
1s per row or column, then the code is known as low parity check codes. Decoding of LDPC codes Much number 
of decoding algorithms has been developed for both binary and non-binary LDPC codes based on soft decision 
decoding and hard decision decoding schemes. The generic block diagram for decoding algorithm is as shown 
below. The basic procedure for decoding of the LDPC codes includes the following metrics. Check nodes issue 
some constraints to the variable nodes. If the variable nodes satisfy those constraints, the input code to the 
decoder is assumed to be true and transmits that data to the output. Else the error is detected with the help of 
Syndrome and corrected the Received code word then passed to the output node. The decoding of LDPC codes 
is an iterative process. 
 
2. Proposed Method: 

 
The basic flow for fulfilling the objectives is to decode the codes through the Neural Network. 

 
Step1 : Construction of LDPC code: 
Step2 : Encoding LDPC code: 
Step3 : Decoding LDPC code using the offset min-sum algorithm then train the data through the NN. 
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Fig-1 Encoding and Decoding System in LDPC code using NN. 
 

Once the Construction of LDPC code are getting ready the encoding of the LDPC codes takes and the 
decoding is done by the offset minsum decoding . 
 
2.1 Offset Min-sum Decoding:The foundation of work is based on the improvement in error 
performance of normalized min sum algorithm . From descriptions in previous sections, we have seen 
that the sum product decoding has been reduced to different forms to reduce the complexity and 
through some compromise in performance. Min sum decoding algorithm is one of them. Different works 
have been done on min sum decoding to improve its performance to get closer to sum product 
algorithm performance like normalized min sum decoding algorithm, adaptive min sum decoding 
algorithm, self-corrected min sum decoding algorithm etc. The proposed different factors which 
modifies and improves the error performance in different ways. In the normalized min-sum algorithm, 
a normalizing factor was proposed to be multiplied in check node. But, the error performance using 
normalized min-sum algorithm can be further modified to get closer to the error performance of sum 

product algorithm.  
 

 Optimization Factor. 
 

The value of optimization factor varies for different Signal to Noise Ratio (SNR). For a 
particular SNR, we took the value of that causes the minimum Bit Error Rate (BER). 
Where,  

 = Optimization factor 
 Range = 0 ≤  ≤ 1  
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Fig-2 Flow chart of offset minsum decoding 
 

The machine learning uses a neural network with only more hidden layers, which is fed by a database of LLRs 
for training. In the first layer, called the input layer, the received LLRs of the neural network are assigned to the 
next layer like the message passing from variable nodes to check nodes. In the second layer which is generally 
known as the hidden layer, the LLRs are calculated and being passed or forward to the last layer, where the 
procedure is like the check node updating by Equation in the OMS algorithm. 
 
In the last layer known as the output layer, the LLRs are finally updated according to Equation. Similar with one 
iteration of the LDPC decoding, the neural network controls the flow of LLRs and optimizes the four factors in 
the hidden and output layer. 
 
With large amounts of the LLR data, the neural network can train the factors in the i th iteration to minimize 
the gap between the output and the target codes by the stochastic gradient descent. When the optimization of 
the factors is finished, the four optimized factors are saved and used to calculate the LLRs for the next iteration 
by the OMS decoder described in Algorithm. Then, the LLRs are sent back as the training data to start the 
optimization for the next iteration, where the neural network should have been initialized. 
 
Since the LDPC codes in 5G new radio (NR) belong to the family of PB-LDPC codes with QC structures, an 
operation unit of the neural network can deal with a set of Z bits simultaneously, where Z is the lifting factor of 
a QC matrix. That makes the number of operation units equal to the number of edges or nodes in a protograph. 
The protograph is usually considered as a small bipartite graph containing n variable nodes and M check nodes 
which are interconnected. 
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Fig.-3 OMS decoder with NN Operation 

 
3. ADVANTAGES OF DECODING USING ITERATIVELY: 

 

(1).Instead of trellis, the decoding takes place on TANNER graph. 

(2). Messages are exchanged between v- nodes and c- nodes. 

(3).Edges of the graph act as information pathways. 

(4).The LDPC decoding provide the less per- iteration complexity than that of Turbo codes. 

(5). Randomly generated LDPC codes has higher efficiency and fewer cycles then structurally or pattern wise 

generated code. 

4. LIMITATION: 
 
 In order to retrieve error less transmission data we need to perform the different error correcting codes with 
the different decoding algorithms with help of deep neural network .The LDPC linear codes provides the best 
performance for short to moderate block length , but provide the more computational complexity for the large 
block length. At the time of construction, due to Improper Design of Parity check matrix of LDPC code Short 
cycle increases which intern create Error floor , water fall region. 
 
5. CONCLUSION: 
 
 In order to retrieve error less transmission data we need to perform the different error correcting codes with 
the different decoding algorithms .The LDPC linear codes provides the best performance for short to moderate 
block length , but provide the more computational complexity for the large block length. At the time of 
construction, due to Improper Design of Parity check matrix of LDPC code Short cycle increases which intern 
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create Error floor, water fall region. Nowadays as we know the LDPC codes are used in everywhere so we need 
to provide perfect decoding algorithm to reduce some of the parameters such as the signal to noise ratio, Bit 
error rate etc. This can be achieved by using the DNN architecture. Also the neural decoders provide the all 
advantages over all of the algorithms. So our task is to provide the errorless communication over the channel 
with use of deep neural networking. Main feature of this thesis is to provide accurate performance with less 
computational complexity with high SNR, high BER with the use of less iteration, with less process time, with 
the reduction in Delay. Also, provide the best throughput with less complexity. 
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