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Abstract - Now-a-days path identifiers (PIDs) are used as inter-domain routing objects. Nevertheless, the PIDs used in current 
methods are static, making it possible for attackers to conduct distributed denial of service (DDoS) flooding attacks. To address this 
issue, this project presents the design, implementation and evaluation of Dynamic Path Identifiers (D-PIDs), a framework that uses 
PIDs negotiated between adjacent domains as inter-domain routing objects. In D-PID, the PID of the inter-domain route linking the 
two domains is kept hidden and dynamically modified. We explain in depth how neighboring realms manage PIDs, how to retain 
continuing interactions as PIDs alter. We build a prototype and perform virtual simulation to test the feasibility, efficiency and cost 
of the D-PID. 
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1. INTRODUCTION 
  

Security plays a key role in every aspect of the world today, such as banking, software, malls, e-commerce, schools, 
colleges and hospitals, etc. Although protection plays a very important position, many people often want to access information 
inappropriately and want to manipulate information during transmission. The process of converting the regular flow to an 
abnormal state and creating a disturbance is known as an attack. There are several ways to create attacks during data 
transmission, such as physical attacks or non-physical attacks. Physical attacks are ones that arise as a consequence of an 
attacker and the contents may be disrupted or changed or destroyed during transmission from the chosen source node to the 
correct destination. Such threats inflict physical harm to the data that has been transferred. But non-physical threats fall under 
a hazard paradigm that does not affect the original material, but instead causes any pause during transmission. Some of the 
various forms of attacks is a forgery assault that may try to manipulate or alter the details of the sender and recipient through 
data transmission and may physically adjust the integrity of the data. As this attack may lead a physical change, in the content 
to be send this attack come under physical mode. 

2. PREVIOUS WORK 
 

In the current method, the key explanation for a DDoS flood assault is that a node will submit any amount of data 
packets to any destination, irrespective of whether or not the destination needs packets. Many methods have been suggested to 
fix this problem in the current framework. In the current method, the key explanation for a DDoS flood assault is that a node 
will submit any amount of data packets to any destination, irrespective of whether or not the destination needs packets. Many 
methods have been suggested to fix this problem in the current framework. Throughout the traditional methods, two hosts are 
not able to connect by traditional. There will then be a predefined route for transmitting data from a legitimate source to a 
target node that allows the intruder to transform the nodes to a flawed state. Also, in the existing system, if there is a node that 
becomes defective, the data needs to be transferred again from the start to the destination node and therefore the delay-
tolerant network is very time-consuming. There is also no proper mechanism for identifying the alternate path from the Point 
of Attack (POI) in the existing system. 

3. PROPOSED WORK 
 

In the proposed system, the system proposes a fully distributed and easy-to-use approach that allows each DTN node 
to quickly identify whether its sensors produce faulty data. The dynamic behavior of the proposed algorithm is approximated 
by some continuous-time state equations, where each node is defined on the basis of its location. The dynamic behavior of the 
proposed algorithm is approximated by certain continuous-time state equations, where each node is described on the basis of 
its position. 
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4. ALGORITHM 

Algorithm RANDOMIZEDSELECTOR (source, destination, packet) 

1: Let hs be the used next hop for the previous packet delivery for the source node s. 

2: if hs Є Ct
Nt then 

3:        if|Ct
Nt| > 1 then 

4:              Randomly choose a node x from { Ct
Nt - hs} as a next hop, and      send  the packet to the next node x   

5:  hs = x, and update the routing table of Ni. 

6: else 

7:  Send the packet to hs. 

8: end if  

9: else 

10: Randomly choose a node y from Ct
Nt as a next hop and send the packet to the node y. 

11:    hs = y, and update the routing table of Ni. 

12: end if 

5. IMPLEMENTATION 
 

The proposed system is implementing 5 modules using Java and AWT. The modules contain code for a Source window 
which has all the options to send data to a destination window which is designed by a module. An attacker module to create 
attacks on the network and a Network manager module to handle the attacks and send the data through another route in the 
network. To select an alternate node this system uses an algorithm to generate random node which has connection to 
destination node. AWT is used to create the User Interface.  

5.1 Source Window 
 
 This window has all the fields to capture data from the user like to select path of the file to be sent, buttons to Assign 
Groups, Signatures and Send. This also has fields to select a destination folder.    

 

 

Fig – 1: Source Window  
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5.2 Destination Window 

 This window displays all the content that is sent from the source. 

  

 
 

Fig -2: Destination Window 

5.3 Network Manager Window 
 This window shows how the data is being passed from one hop to another, how nodes are randomly selected and also 
displays node in red color when it is attacked. 
 

 
 

Fig – 3: Network Manager Window 
   

6. CONCLUSION 

 This proposed research addresses the architecture and implementation of DPID, a system that dynamically modifies 
path identifiers (PIDs) of inter-domain paths in order to recognize the flawed nodes that are present within the network during 
data transmission. In DPID, the PID of the inter-domain route between the two domains is held hidden and dynamically 
modified, and there is no possibility for an intruder to know the direction the data moves so he cannot transform the nodes to a 
defective state. We simulated our application using a socket programming language along with a Java network package to check 
productivity and expense. The findings of both simulations and studies demonstrate that the complex complexity of the 
detection of defective nodes and the availability of alternative pathways for data transmission will effectively eliminate 
defective nodes inside the distributed network. There are also comparative reports for the delay and throughput. 

7. FUTURE SCOPE 

 This thesis is a theoretical approach to detecting attacks using DPIDs on a network. This can be simulated using 
simulators such as OPNET, etc. Various encryption techniques, such as AES and other advanced encryption techniques, can be 
used to encrypt data. 
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8. RESULTS 

8.1 Throughput Results Window 

 

Chart – 1: Throughput Window 

8.2 Delay Results Window 

 

Chart – 2: Delay Window 
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