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Abstract - Over the last years, deep learning methods 
have been shown to outperform previous state-of-the-art 
machine learning techniques in many fields such as visual, 
audio, medical, social, and sensor. In particular, object 
recognition has gained tremendous interest by engineers 
and scientists in artificial intelligence and computer vision. 
Deep learning allows computational models of multiple 
processing layers which learn and represent data, thus 
implicitly capturing intricate structures of large-scale data 
[1]. Among various methods developed in object recognition, 
Convolutional Neural Network (CNN) is of interest for this 
project. CNNs have been used in variety of fields, which 
includes but are not limited to object detection [3], face 
recognition [4], and action/activity recognition [5]. In this 
paper, a deep learning model built on CNNs is proposed for 
Google Landmark Recognition Challenge from Kaggle [10]. 
The Landmark Recognition Challenge presents a dataset 
with a very large number of classes (~15,000 classes), but 
the number of training examples per class may not be very 
large. This makes the problem different from image 
classification challenges like the ILSVRC where the aim is to 
recognize 1000 general object categories. Due to 
computational limitation, however, a reduced dataset is 
proposed with 100 unique landmark ids in approximately 
8,100 images. Stratified sampling is employed so that the 
ratios of images among the classes are preserved. A deep 
learning model utilizing the CNN will be built using the 
framework of TensorFlow with Keras library. The CNN 
model will employ three basic neural layers, convolutional, 
pooling and fully connected layers. 

Keywords—Convolution, Deep Neural Networks, 
TensorFlow 

I. INTRODUCTION 

Google Landmark Recognition Competition presents the 
largest worldwide dataset to date and challenges to build 

models that recognize the correct landmarks from the test 
images. A technology that can accurately predict landmark 
labels directly from image pixels can broadly benefit 
applications in various areas such as photo management, 
maps, aviation, and satellite images.  

Landmark recognition is an image retrieval task has 
multiple challenges of its own. The first one is that 
landmarks have many analogous examples and cannot be 
condensed into one  strict definition. Landmarks also do 
not have a common structure and can be about anything: 
buildings, monuments, cathedrals, parks, waterfalls, etc. 
The original Landmark Recognition Challenge dataset 
provides two files, train.csv and test.csv. The training set 
images each depict exactly one landmark.  

Each image has a unique id (a hash) and each landmark 
has a unique id (an integer). Due to restrictions on 
distributing the actual image files, the dataset contains a 
URL for each image. The original number of images for 
training and test dataset are 1,225,029 and 117,703, 
respectively with a total of 14,951 unique landmark ids. 
Use of full dataset may require large storage capacity (in 
the order of hundred GB) and computational power not 
easily available to an individual. Therefore, a subset of 
dataset has been used for this project as follows: 

1. First, top 100 landmark ids most frequently appearing 
are identified among 14,951 landmark ids. 

2. Then, 2% of images from each of the 100 landmark ids 
are downloaded. 

The procedure is similar to stratified sampling applied to 
the top 100 frequent classes to preserve the ratio of 
images among the classes. The outlined procedure resulted 
in 8158 downloaded images with frequency distribution as 
shown in Fig. 1. It can be observed that some landmark ids 
have much higher frequency than others. 
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Fig 1: Frequency distribution of 100 landmark ids in the 
dataset 

II. DATA PREPROCESSING 

Training the landmark recognition model is challenging. An 
availability of a clean and sufficiently large open database 
that is suitable for what we need is very scarce. In this paper I 
present a landmark recognition system that successfully 
deals with these challenges and classifies the images with an 
accuracy of more than 65 percent in the sample data. 

An example of two images with the same landmark id is 
provided in Fig. 2. 

 

 

Fig. 2: Two images with the same class (landmark_id=3065) 

Among the images downloaded, there were corrupted or 
blank images. Number of training images were: 6480, 
number of validation images were: 805 and number of test 
images were: 809. The 8158 images have been split into 
training, validation, and test datasets with split ratio of 
0.8:0.1:0.1 using stratified sampling method. 

Among the 8158 images downloaded, many images were 
either corrupted or missing. These images were manually 
removed from the respective dataset, which resulted in 
training, validation, and test dataset sizes of 5672, 739 and 
736, respectively with 100 landmark ids in each of the 
dataset. 

Data augmentation increases the training dataset by adding 
more images using existing images. New images can be 
created in various ways. For example, new images can be 
generated from the original image by random cropping, 
translation, rotation, reflection, distortion, scaling, etc. An 
example [12] from shows an original image of a cat and 
newly created images through data augmentation. 

The training, validation, and test images are moved to 
respective directories using their image ids as filenames. 
Each image is loaded and converted to a 4D tensor (number 
of images, height, width, channels) that can be used for 
training, validating and testing in the Keras CNN model. The 
procedure is as follows: 

1. Load a RGB image into PIL image format with given target 
size of (192, 256) 

2. Convert the PIL image to 3D tensor Numpy array of (192, 
256, 3) 

3. Convert the 3D tensor to a 4D tensor with shape (1, 192, 
256, 3) 

4. Stack all 4D tensors from all images into 4D tensor with 
shape (total number of images, 192, 256, 3) and rescale the 
pixel values by dividing them by 255. 

 

Fig. 3: An example of images generated from data 
augmentation 

 

III. BENCHMARK 
 

The frequency of the 100 landmarks appearing in the dataset 
varies significantly. In other words, the expected accuracy of 
random guessing may vary depending on the selected test 
dataset. The accuracy of the benchmark model, P(id) given 
the test dataset, can be calculated as the following: 
 
(i) Given the test dataset and 100 unique landmark ids, 

the probability of correctly classifying a landmark id: 
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Where n_id is the number of the landmark id in the test 
dataset, and N is the total number of images in the test 
dataset. For example, if landmark id = 99 appears 50 times in 
the test dataset with size of 800, P(99) = 50/800 
 
(ii) The expected value of correct number of landmark 

ids classified is: 

 
 

(iii) Finally, the expected accuracy for correctly 
classifying the landmark id is: 

 
 

The expected accuracy of the benchmark model as given 
above can be calculated for a given test dataset. 
Unfortunately, huge number of combinatorial calculations in 
step (ii) caused memory overflow and too long of a 
computational time. Hence a Monte Carlo simulation has 
been employed to estimate the expected accuracy. Random 
sampling size of landmark id was used, and simulations were 
run 10 times. Table 4 summarizes the expected correct 
number of E(x) and expected accuracy for 20 random 
selections from test dataset. 
 
TABLE I. RESULTS OF EXPECTED ACCURACY FROM MONTE 

CARLO SIMULATION 
 

 
 
Therefore, the mean number of correctly predicting 
landmark id is 0.791 out of 20 randomly selected images. 
Thus, the mean expected accuracy is 3.96%. This means that 
random guessing of the landmark id will result in accuracy of 
approximately 4.0%. 
 

IV. MODEL ARCHITECTURE 

Convolutional Neural Networks are a category of neural 
networks that have been successfully used in image 
recognition and classification. In this project, the CNN model 
is built using the framework of TensorFlow with Keras 
library. A schematic of the structure of a CNN is shown in Fig. 
4 with an example input image and output predictions. 

There are mainly three main neural layers: convolutional 
layer, pooling or subsampling layer, and fully connected 
layer. In the convolutional layer, multiple kernels are used to 
create feature maps for the input image. Each kernel 

produces a convolved image from the input image. A pooling 
layer typically follows a convolutional layer, which 
downsamples and reduces the dimensionality of the feature 
maps. This downsampling helps with overfitting issues and 
computational cost.  

The pooling layer also makes the network invariant to small 
transformations, distortions and translations in the input 
image and leads to almost scale invariant representation of 
the image [11]. The convolutional and pooling layers can be 
repeated to form a deeper network. As the convolutional 
network becomes deeper, the feature map becomes smaller, 
more abstract and loses spatial information. These reduced 
feature maps are then fed into the fully connected layers 
where the high-level reasoning is performed. The neurons in 
the fully connected layer have full connections to all 
activation in the previous layer. The fully connected layer 
eventually converts 2D feature map to 1D feature vector and 
classifies them. In summary, the convolutional and pooling 
layers act as feature extractors from the input image while 
the fully connected layers act as a classifier. 

 

Fig. 4: A schematic of the CNN model 

The Base CNN followed the sequence shown in Fig. 4. The 
base CNN only uses the three main types of layers: 
convolutional, pooling, and fully connected (dense) layers. 
The first convolutional layer consisted of 16 filters, and the 
filter numbers doubled as more convolutional layers were 
subsequently added to form deeper network. The kernel 
window size varied between 2 and 4, mostly using size of 3. 
All convolutional layers employed ReLU activation function 
with 'same' padding, which means that input and output 
length of the convolutional layer is the same. After each 
convolutional layer, a max pooling layer with size of 2 was 
used to prevent overfitting. 

With the input shape of (192 256), the combination of 
convolutional and max pooling layers will result in output 
shapes of (96, 128), (48, 64), (24, 32), (12, 18) and (6, 9) as 
the network deepens. It seems reasonable to speculate that 
representative features would be at levels 3, 4 and 5 
considering the size of the feature that can capture the 
characteristics of the landmark. Therefore, the combination 
of convolutional and max pooling layers was repeated 3 to 5 
times to form a deeper network as a feature extractor. The 
features are then fed into series of fully connected layers with 
node numbers selected among 1024, 512, and 256. After each 
fully connected layer, a dropout layer with value of 0.3 was 
used. Finally, a fully connected layer with 100 nodes, which is 
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the same as the total number of landmark ids, is used with 
the Softmax activation to predict the probabilities of each 
class (landmark id). The series of fully connected layers act as 
a classifier. 

TABLE II. SUMMARY FOR PARAMETER SETTINGS USED IN 
BASE CNN 

 

**Optimal setting 

All other runs followed the same sequence with parameter 
settings given in Table 1. The test accuracy of the Base CNN 
ranged from 0.236 to 0.423. Looking at Runs 1, 2 and 10, it 
seems 4 to 5 convolutional-maxpooling layers are needed as 
Run 1 with 3 convolutional layers resulted in much lower test 
accuracy. Comparing Runs 2, 3 and 4, batch size of 64 gave 
the best test accuracy. Runs 2, 5 and 6 compare tweaking of 
kernel sizes, and decreasing the kernel for deeper network 
seems to give good results. Finally, run 11 was selected as the 
best performing base CNN model with test accuracy of 0.423. 
Data augmentation is performed using Keras 
ImageDataGenerator function considering the following:  

rotation_range, width_shift_range, height_shift_range, and 
zoom_range.  

Using the best performing base CNN model (Run 11 from 
Table 2), different parameter combinations have been tested 
as shown in Table 3. Due to extensive running time, requiring 
epochs over 50, only three settings have been tested. Run 1 
resulted in the highest test accuracy of 0.666. 

 

 

 

 

TABLE III. SUMMARY FOR MODEL USING DATA 
AUGMENTATION 

 

**Optimal setting 

V. OBSERVATIONS 
 

A schematic of the final model selected (Run 11 in Table 2) is 
shown in Fig. 5. The model had total of 13,348,180 
parameters. The convolutional and max pooling layers had 
five repeating structures where the image size of (192,256) 
reduced to feature extraction of (6,8). The extracted features 
then underwent three fully dense layers for classification of 
the image. 
 

 
 

Fig. 5: Final model used in prediction of Landmarks 

The Base CNN had test accuracy of 0.4227, and the accuracy 
and loss functions are plotted in Fig. 6. It can be seen that 
overfitting occurs after epoch 6 where the validation 
accuracy starts to decrease and validation loss increases. 
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Fig. 6: Accuracy and loss function of training and validation 
dataset of the Base CNN model 

The final model incorporated a data augmentation scheme 
with settings given in run 1 of Table 2. The test accuracy 
increased from 0.4227 to 0.6663. The accuracy and loss 
function of the training and validation dataset is provided in 
Fig. 7. While the training loss function continually decrease, 
the validation loss function flattens after epoch 40. 
Comparing the results of Fig. 6 and 7, data augmentation 
successfully increased the input data and helped with 
overfitting shown in Base CNN model. 

 

Fig. 7: Accuracy and loss function of training and validation 
dataset of the Base CNN model with data augmentation 

The training, validation and test accuracies of the final model 
were very close around 0.65. This suggests that the model is 
neither underfitting or overfitting the data and has 
appropriate complexity. It seems creating a similar class 
imbalance in training, validation and test dataset through 
stratification may have helped to acquire appropriate model 
for the dataset. In regards to actual competition, it is 
questionable whether such approach would result in a good 
model. The distribution of classes in the test dataset is 
unknown and contains landmark ids not present in the 
training dataset. Perhaps, balancing the training dataset 

using weights may be considered while using the same 
evaluation metric from the competition. 

VI. CONCLUSION 

A schematic of the final CNN model developed is provided in 
Fig. 8. The input image with shape of (192, 256) is supplied to 
the image extraction network, which consists of five 
sequential combination of convolutional and max pooling 
layers. The extracted features are supplied to three fully 
connected layers with dropout layer to identify 100 
landmark ids. The accuracy of final CNN with data 
augmentation was 66.6%, which was significantly higher 
than random guess ion of CNN without data augmentation. 

 

Fig. 8: Final CNN model and performance 

There may be several conducts to improve the model. One 
method is to take advantage of transfer learning. Pretrained 
models that can identify humans, trees, animals (like pets), 
and vehicles are available. The landmark images often 
contain these objects since many photos are taken by 
tourists, which include people and natural surroundings. 
Excluding these objects from the images may help with 
training and identifying the relevant features to extract. 
Another method may be to use a different classifier in 
developing the model. Instead of using the fully connected 
layers as the classifier, other classifiers such as support 
vector machines, variants of decision trees (with boosting or 
random forest), and nearest neighbor may be used after the 
feature extraction layer. 
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