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Abstract— Sign language plays a vital role in 
communication between audio-vocal challenged and normal 
people. In this paper, we propose a new approach that 
recognizes the hand gesture based on Indian Sign Language 
and convert them into text and speech output. This system 
uses the vision-based technique where the hand gestures and 
facial expressions are captured using web-camera and the 
various technologies. The captured images are processed 
with image processing, and classified with neural network, 
Open CV to recognize the hand gesture and facial expressions 
and convert it into text and speech using microcontroller 
based hardware (raspberry pi).  
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I. INTRODUCTION  

Sign Language also called as the gesture-based 
language used by hearing impaired people to communicate 
with others. The term Deaf-mute is used to refer people 
who have hearing and speech impairment [32]. Needs of 
deaf or mute community have long been ignored and the 
problems have been documented by various organization 
[33].  

Indian Sign Language has evolved in India over last 
100 years [34].According to 2011 Indian Censes ,it was 
found that there were 1.3 million people suffering with 
hearing impairment [35]. There is a huge communication 
gap between deaf, dumb and normal people. Scientific 
groups are now pacing up to abridge this gap and make 
communication easy.  

 

Figure(1) :Indian Sign Language 

 Gestures are non-verbal communication which can help 
people form clear thoughts and use more declarative 
language.  

Gestures include movement of hand, face and other parts of 
body. Hand gestures play important role in communication 
particularly in sign language  

The hand gesture can be recognized using three 
approaches:  

1. Vision based approach: This approach uses a 
camera(s) which are used to capture hand gesture 
and process the image. This image considers 
various factors like skin colour, velocity, 
recognition time and variation in light.  

2. Instrument-Glove based: In this approach, sensors 
are used to find the position of hand and its 
movements and recognises the gesture.  

3. Colored-Marker based approach: In this approach, 
hand is represented using 3 colors glove for 
tracking different parts of the hand like palm and 
fingers.[1]  
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 In this paper, we propose a technology that recognizes the 
facial expressions and hand gestures of Indian Sign 
Language and convert those to text and further to speech 
output using a vision-based technique. In this work, we 
present a system that uses the following technologies.  

(1) Image processing: It is a technique that processes 
that image to extract useful information from it. The hand 
gestures that are captured by webcam are processed using 
image processing technique.  

(2) Background Subtraction: It is a method in which an 
image's foreground is separated from the background for 
further processing .The steps involved in it are: pre 
processing, background subtraction, foreground detection 
and data validation.[37] (3) Haar Cascade: It is a machine 
learning based on approach in which the features: Edge 
Feature, Line features, Centersurround features are used to 
detect the image (face in our case)[36]  

(3) Open-source computer vision (Open CV): 
Opensource computer vision library is used for real time 
computer vision applications. It is mainly used for image 
processing, video capture and analyses. (4) Raspberry pi: It 
is a inexpensive, easy available, credit card sized computer. 
The recognized image is converted to text and speech 
output using Raspberry pi  

II. Literature Survey  

Shilpa L Khandade and S T Khot [1] proposed a system that 
recognises the hand gesture using MATLAB. This paper also 
mentions the different input approaches in hand gesture 
recognition and its methods  

Sanish Manandhar, Sushana Bajracharya, Sanjeev 
Karki,Ashish Kumar Jha [2] in their work they have built a 
wearable glove controller that converts the given sign into 
text, audio and pictorial form using flex sensors and 
random forest algorithm and obtained 92.14% accuracy.  

 The work of Muthu Kumar,S Poorani [3] used a vision-
based hand gesture recognition for Indian Sign Language 
using local binary pattern and SVM classifier and obtained 
92.14% accuracy.  

 Mandeep Kaur Ahuja and Amardeep Singh [4] have used a 
vision-based technique where the hand gestures are 
recognised upon skin colour model and thresholding 
approach along with template matching using PCA. It is 
implemented using MATLAB and obtained an accuracy of 
91.25%. Wne-pinn fang [5] proposed a paper which 
implements an intelligent hand gesture recognition 
extraction and recognition for home care application by 
using two parts of algorithm (a)still image recognition and 
(b)interframe recognition P.Subha Rajam and G 
Balakrishnan [6] have proposed a technology in which 
fingertip position are identified and converted into text 

using image processing and pattern recognition. The 
developed 32 signs can be used to recognise the letters of 
Tamil language to achieve an accuracy of 92.125%. B. 
Laxmi, Rasheed Ahamed, Harshali Rani and Ravi Kishore 
Kodali [7] in their work, different gestures based signs are 
recognised and converted to speech in real time using text 
to speech module, has used CNN for designing converter 
and implemented on raspberry pi controller, the accuracy is 
99%. Anchal Sood and Anju Mishra [8] they have proposed 
a paper where the input is given in the form of text as well 
as audio, using image matching, feature matching and 
recognition after searching from the database and 
processing, get an output in the form of text and audio.  

Muhammed Yaqoob Javed and Muhammed Majid  

Gulzar, Syeda Tahir Hussain Rizvi, Mjunadi Azif, Zaineb 
Iqbql [9] have proposed a device that recognized hand 
gesture by computer vision program, where the algorithm 
is based on ANN and open CV is used to write the program. 
The system is implemented using Arduino microcontroller, 
laptop, LCD, arduino voice box and web camera. Hence the 
gesture is recognised and arduino receives the data serially 
and displays the text on LCD and speech is produced in the 
voice box. Shreyashi Narayan Sawant and M.S.Kumbhar 
[10] have proposed a system that performs hand gesture 
recognition which is based on MATLAB using PCA 
technique. This system has four modules: pre-processing 
and hand segmentation, feature extraction, sign recognition 
and sign to text and voice conversion 26 combinations of 
Indian signs are developed and stored in database. The final 
result obtained is converted to the corresponding text and 
voice form. Yeresime Suresh and J. Vaishnavi, M Vindhya,  

Mohammed Sadiq Afreed Meeran, Supritha Vemala  

[11], their work proposed a system that interprets the 
concepts of Machine learning using neural network 
technologies. Open CV libraries are used for computer 
vision, Machine learning and image processing. Here canny 
edge detection is used, and prediction is done using 
Convolution Neural Network (CNN) algorithm.  

Geethu G. Nath and Anu V.S [12] have proposed the concept 
of Arm Cortex processor board where the captured hand 
gestures are implemented. Beagle bone black is the Linux 
operating system supported with open CV library. A USB 
camera is used to capture image, the pre-processing is done 
by the ARM Cortex A8 processor board. Rashmi R Koli and 
Tanveer I.Bagban [13] have proposed a method that uses 
CNN algorithm that recoginzes the hand gesture and 
convert it into text. Frame feature extraction is done using 
python programming language.  

Areesha Gul and Batool Zetra, Sadia shah, Nazih 
Javeed,Muhammed ,Imran Saleem[14] has proposed a 
twoway smart communication system using Leap Motion 
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Controller (LMC) to track the hand movement in real time. 
They make use of Hidden Markov Model (HMM) for hand 
gesture recognition. The raspberry pi reads input from LMC 
and speech is converted to text using google API, and 
displayed on raspberry pi screen.  

In this work of Surendra Kumar Keshari, Shruti Tyagi, 
Niketa Tomas Smiti Goel [15] proposed a system that 
reduces the communication gap by connecting the real time 
gesture based signs to text and finally to speech. This 
method which was used to create this system is divided into 
two parts 1) Gesture based calculator which performs the 
arithmetic operations using gesture and pre-defined 
operations 2) say out loud which converts words into 
speech. It uses open CV for gesture recognition. Tanzila 
Ferdous Ayshes, Sadia Afrin Raka, Quazi Ridwan Harib,Md, 
Horrain, Rashedeu M Rahman[16] proposed a system that 
uses fuzzy rule based hand gesture recognition system for 
the Bengali characters. It is implemented using Harris 
algorithm, using MATLAB.  

Yellapa Madhuri and Anitha G Anburajuan M [17] propose 
an interative application program developed using 
LABVIEW software and incorporated into mobile phone 
vision analysis function are performed in the operating 
system and thereby provides speech output. The hardware 
requirements are minimized. Their translator was able to 
translate alphabet(A-Z) and numbers (0-9).  

Purva Chaitanya Bandhe and Vaishali Kulkarni [18] there 
work use ANN (Artificial Neural Network) for classification. 
Gestures here Indian Sign Language and translated to 
English, the help of hand crafted feature extraction 
technique and ANN. The ANN here is employed in 
TensorFlow using Keras at backend out of 500 videos,300 
video is used for training the model. The accuracy achieved 
was 98%. Amiya Kumar Tripathy and Dipti Jadhav,Steffi A 
Barreto,Daphne Rasquinha,Sonia S Mathew [19] acquire 
real time images and convert them to speech and text. In 
this paper they have considered only fingering spelling of 
alphabet signs. The processing of signs is done using 
microsoft visual studio as an  

IDE and open CV modules  

Diponshes someshwar and Dharmik Bhanushali [20] 
proposed system that uses CNN for training and recognizing 
the Hand gesture with the help of Tensor flow and open CV. 
The python speech to text library is used to obtain the 
output in the form of text.  

Shweta S Shinde and Rajesh M Autu [21] have developed a 
real time system for hand gesture The acquired image is 
processed using MATLAB. Then feature extraction is done 
using angle and peak calculation. Lastly the hand gestures 
are converted to speech.  

 K.H.Wanjale, Amit Bhoomkar, Ajay Kulkarni, Somath 
Gosavi[36] has proposed a system to track a face in real 
time, in which they have used Adaboost algorithm and Haar 
features algorithm to detect facial 
expressions.PCA(Principal Component Analysis) is 
implemented for face detection. To track the face and error 
correcting graph matching method is implemented.  

Rucha D. Pathari and Sachin M. Bojewar [37] have proposed 
a system where in moving objects are detected in videos, 
for this background subtraction is done which involves four 
major steps: pre processing, background modeling, 
foreground detection and data validation. Kalman or 
enhanced Kalman filters are used to remove noise from the 
output file.  

M. Satiyan and R. Nagarajan [38] have proposed a system 
that uses Haar-like feature extraction method to recognise 
facial expressions. The subjects face is fixed with a set of 
luminance stickers, and they perform facial expressions 
which are recorded, then a set of 2D coordinate values are 
obtained using tracking software. With these values Haar-
like feature extraction method is employed to capture the 
facial expressions.  

Shivam Gupta [39] has implemented a system where using 
both real time and static images emotions can be detected. 
For this Haar filter from open CV is used to detect faces. For 
static images data organization, extracting faces, training 
and classification is done. In real time testing the landmark 
detector, extracting features from the faces is done using 
webcam.  

Soukaina Chraa Mesbahi, Mohamed Adnane Mahraz, Jamal 
Riffi and Hamid Tairi [40] have presented a method to 
recognise hand gesture using convexity defect and 
background subtraction. In background subtraction using 
difference between current frame and reference frame the 
moving object is detected. Using one, two, three, four and 
five fingers one by one five hand gestures are tested  

III. Methodology  

There are various means of communication, sign language 
being one of them which involves movements of hands 
and arms. Indian sign language is used in the deaf and 
mute community all over India.  
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Figure(2) : Proposed Block Diagram 

Various gestures used in the Indian sign language are given 
as an input to a webcam. The image is captured in real time 
and are analysed using image processing (shown in 
figure.2). Image Acquisition: Some of the devices used for 
data acquisition are images, gloves and markers [21]. In our 
system, vision-based technique is used where the real time 
image is captured using webcam.  

Image Processing: Initially, the captured image is processed 
by converting it into grey scale, then the Facial Expressions 
are identified using Haar algorithm .The detected face is 
further processed for identification of eye, eyebrow, nose, 
corner of face, mouth regions.[39].The hand region is 
detected by using background subtraction where the 
foreground is separated from the background followed by 
thresholding, where we select the areas of interest of an 
image. After thresholding, contour detection is done. 
Finally, this recognised image is sent to raspberry pi. And 
this Raspberry pi processes the image and identifies the 
hand gestures, facial expressions and converts them into 
text and speech [7]  

 i. Software Description  

Open-source computer vision (Open CV): Open-source 
computer vision library is a free library for computer vision 
used in image processing for real time applications. In open 
CV once the image is captured it is first converted into gray 
channel. RGB channel and grey scale channel are the 2 
channels in which images are considered. Even when there 
is a slightest motion of the hand gesture in real time, opencv 
will continuously suggest its predictions. In opencv there 
are some features that support object detection. Here the 
programming language used is python with the required 
libraries from open cv. [20]  

Haar Cascade: Haar cascade classifier is an algorithm used 
in detecting the human faces and objects. The Haar 
classifier cascades are first trained in order to detect the 
human facial features such as mouth, eyes and nose. Ada 
boost algorithm and Haar feature algorithms are 
implemented to train the classifiers. Therefore a person's 
face is detected in the video with the help of this algorithm 
system [36].  

Convolution Neural Network (CNN):  

CNN is a class of deep feed artificial neural networks.  

It is being used in image, pattern and speech recognition. 
Twodimensional image information is identified using CNN 
algorithm [13]. After preprocessing and thresholding, CNN 
model receives the image. Then the hand gestures in the 
image are correctly classified using this trained model.[7]  

ii. Hardware Description  

Raspberry pi is a small PC board which is used in real time 
projects. We use raspberry pi to implement our model. The 
raspberry pi is embedded with an image processing 
algorithm, which monitors the hand fingers  

[7].Microcontroller processes the image, and LCD displays 
the text output. [30] Controller recognizes the text and 
gives audio output using speaker, for this text-to-speech is 
used by the controller which recognizes the text and 
converts it and passes it on to the speaker.[7]  

 IV. CONCLUSION  

The main purpose of our project is to minimize the 
communication gap between the normal world and the 
deafmute people, to make their everyday life a little 
simple. We have implemented a system that is capable of 
recognising human hand gesture and simultaneously 
produce corresponding speech and text output. This 
system recognises the facial expressions and hand 
gestures without any glove based data acquisition devices. 
The recognition is done in real time for obtaining text and 
speech output. Therefore, our system aids the 
SpeechHearing impaired community by reducing the 
communication gap.  
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