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Abstract— One of the powerful sensory tools provided to 
mankind is its ability to see which helps us to visualize and 
distinguish, these sensory prowess are applied to artificial 
intelligence-based systems over the virtue of Image 
recognition and Computer Vision technology proving eyes for 
the computers. Image-based recognition systems are being 
developed for more than a decade and have been profoundly 
useful in multiple technological application like image-based 
language translating devices, facial detection, etc. With an 
introduction to better processing power AI systems have 
better used them in fields providing better models for image 
processing projects and their development. It would be 
farfetched to see this revolutionary technology making its way 
into zoological research helping in studying and conserving 
fauna around this planet. This paper reviews various 
manuscripts providing a solution to three major problems 
identification of animals in the image and its species 
recognition, pose estimation for animals and individuals’ 
recognition in Patterned Species, and provide a solution 
inculcating computer vision, AI, and Image processing with 
zoological aspect. This helps in understanding the ways in 
which we can use technology for the conservation of the living 
organisms on this planet. 
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1. INTRODUCTION 

 
Wildlife conservation is fundamental for a balanced 
ecosystem, wildlife monitoring is hence essential for tracking 
animal habitat location, migratory patterns, the population 
in certain areas, poaching incidents, etc. Human interaction 
with nature has transformed an increasing area of the land 
mass, altered wildlife population, desolated habitats, and 
transformed animal behavior. This has driven several 
species closer to extinction, and migration into new areas 
has been acquitted by several species causing disruption in 
the local ecology [1]. To understand the natural ecosystem 
complexities and better management of the fauna, extensive 
knowledge about the numbers, behavior, and location of 
animals in the ecosystem is vital [2]. Documentation and 
research of the zoological entities have been done 
pictographically for an extensive amount of time and with a 

significant number of documentaries regarding the same, use 
of image-based methods for processing of this vast amount of 
data could beneficial for research and conservational 
purposes [3]. Several technologies are being introduced for 
the assessment of the wildlife and gathering of essential data, 
like RFID tags for radio tracking [4]. GPS-based tracking 
equipment [5][6][7], motion-sensitive cameras, wireless 
sensor network [8][9], satellite for tracking animals, animal-
mounted video [10], etc. These technologies have been 
beneficial in many instances for solving tracing problems and 
gathering essential information but they require a lot of 
human interaction for analyzing the data as most of the work 
is done manually. Even so with certain scenarios concerning 
RFID tags, GPS based devices there is a need for physical 
interaction with the entity and attaching of devices onto 
them. Trap cameras and motion-activated devices are 
installed at a location that does collect a vast amount of data 
without any physical contact with the entity but still manual 
labor is required for analyzing the collected data which 
requires a tremendous amount of time viewing, analyzing, 
and processing collected data for any productive utilization 
[11]. Furthermore, data gathered collected by different 
individuals and research groups using cameras and other 
sensory devices are scattered in different location and 
collected at time, consisting of varying formats and sizes, or 
sequestered [10]. 
 
To overcome several of these drawbacks of tracking systems 
and their human interaction concerning the longevity of the 
process various ways are proposed in order to be helpful for 
conducting research and gathering valuable information. We 
are reviewing several of the proposed solutions proving to be 
helpful in zoological research, these reviewed solutions 
venture into the domain of AI and image processing. In this 
manuscript we shed light on several experiments concerning 
problems like detection of animals in images, pose 
estimation of animals, the total number of individual entities 
in the image, and pattern-based individual animal detection 
from available data. We also are reviewing several technical 
terms in relevance to AI models, Image Processing, and 
Computer Vision giving an idea of techniques used for the 
execution of solutions to the problems faced. The structure of 
this manuscript consists of two sections: Section 1 giving and 
brief about the technology and techniques that are essential 
and repeatedly used for the execution of image-based 
projects. Section 2 concerns with three major problems and 



       International Research Journal of Engineering and Technology (IRJET)             e-ISSN: 2395-0056 

                Volume: 08 Issue: 04 | Apr 2021                 www.irjet.net                                                                              p-ISSN: 2395-0072 

 

© 2021, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 3742 
 

their solution proposed over several research papers and 
evaluating their proposed solution for their merits and 
demerits. Section 3 covers various drawbacks for 
implementation of computer vision systems and what future 
prospects could be gained for further research and all the 
system improvements required for the betterment of the 
technology. Finally, the manuscript provides with conclusion 
over the discussed methods, approaches, and solutions. 
 

II. SECTION 1 
 

Section 1 provides with a technical overview of the 
technologies and common techniques used in the solution 
discussed in the section 2 later. This section would provide 
with a brief introduction to various concepts and topics that 
would prove helpful in understanding this papers purpose. A 
brief idea regarding the techniques used for executing the 
proposed solution by the papers reviewed in this 
manuscript, is provided in this section. 
 

A. Artificial neural networks (ANNs) 
 

ANN also termed as neural networks (NNs) consists of 
inter-connected nodes called artificial neurons, which are 
loosely based on the neurons present in a human brain. An 
artificial neuron processes signal which can be considered as 
a real number that neurons receives and transmits 
information to connected neurons. The output generated by 
neuron is computed by some non-linear function of the sum 
of its inputs. Neurons and edges(connections), based on 
weight assigned adjusts their learning process, increase or 
decrease in strength of the signal at a connection is 
dependent on weights assigned. Into several layers neurons 
are aggregated, different layers in a NN model performs 
several transformations on its inputs generating results 
dependent on these layers [12]. 
 

B. Convolutional Neural Network (CNN) 
 

CNNs are non-linear regression models optimally selected 
for performing complex prediction tasks, learning via 
optimization from real-world data using set of parameters 
which are hierarchically–organized. Depending upon the 
way in which a CNN model is specified and trained, both 
advantages and disadvantages could be encountered hence a 
CNN model for prediction task must be well selected and 
optimized. The possibilities of architectural models and 
optimization schemes are pretty extensive for CNN because 
of its flexibility, it is favorable for adapting to any computer 
vision task [14]. 
 

C. Deep Convolutional Neural Network (Deep CNN) 
 

Classification of hyperspectral images directly in spectral 
domain is done by using Deep convolutional neural networks 
which is a typical feedforward neural networks[15]. Deep 
CNNs are basically BP algorithms for adjustments of the 
parameters (weights and biases) for reduction of the cost 
function value in a network. What so ever, compared with 

the traditional BP networks it is quite difficult to bifurcate in 
four new conceptions: shared weights, local receptive fields, 
combination of different layers, and pooling [16]. 
 

D. Support Vector Machine (SVM) 
 

SVM is a supervised machine learning technique best 
known for pattern and image classification. SVM is Inception-
v3, a convolutional neural network developed by Google and 
used for objects classification that consists of multiple layers. 
This model is one of the pre-trained models on the 
TensorFlow environment and uses the dataset that is already 
trained on ImageNet model. Transfer learning is used to fine 
tune the top layer of the model and avoidance of over-fitting 
in the model for data augmentation technique is applied. 
Fine-tuning and data augmentation techniques were 
employed to improve the recognition accuracy for each 
individual category of animals [3]. 

 
E. Data Augmentation 
 

Deep neural network is best compared to the traditional 
machine learning algorithms. However, over-fitting results in 
performance degradation of the model. Data Augmentation 
(DA) is the most commonly used technique to enhance the 
accuracy of the model by increasing the amount of training 
images and also avoids over-fitting in image classification 
tasks which are as important in reducing errors. A data 
augmentation technique includes scaling, translation, 
rotation, flipping, and adding noise to the images [3]. 

 
III. SECTION 2 

 
Previous section overviewed major concepts, ideas and 

models essential for understanding the implementation of 
solutions proposed for the problems mentioned in this 
section. In this section we are going to focus on three 
problem statements overviewed by many and that have seen 
several solutions using the computer vision. Section 2 covers 
these solutions, as they provide with a solution that provides 
with a near human accuracy in solving the problem and 
requires fewer manual hours to be spent in processing data 
to generate same information. Three problem statements 
focused are: 
 

i. Identification of animal in image and its species 
recognition 

 
ii. Pose estimation for animals 

 
iii. Recognition of Individuals in Patterned Species 

Each of these problems show greater importance in 
zoological research-based phenomenon and solving those 
manually takes a lot of manual hours in process. Section 2 
sheds light on these problems and discuss various 
implementations their virtues and drawbacks over each 
other. 
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A. Identification of animal in image and its 
species recognition 

 
Positioning motion sensor and motion activated cameras in 
animal habitats for over last two decades has benefitted 
wildlife conservation and ecology also helped in 
understanding the behavior of animals [17]. Motion-sensing 
cameras enabling ecologist to study population sizes and 
understanding population distribution over an area, 
resulting to become an essential tool for ecologists [18] 
,cameras also prove helpful for evaluation of habitat usage 
[19]. In order to generate data form those devices one needs 
to go through loads of data in order to use that data for 
research hence a person needs to sit and evaluate each 
frame identifying the animal or entity in the frame and also 
to recognize the species of the animal. To overcome this 
tedious task many algorithms 
 
and model-based solutions have been suggested In [2] et al. 
using 3,200,000 images from Snapshot Serengeti (SS) 
dataset they trained deep CNN for identifying, counting and 
describing the behaviors of 48 species of animals. As per [2] 
et al. for labeling half a year batch of collected images form 
the SS, requires couple of months for a group of thousand 
“citizen scientist” to label each and every image. Computer 
Vision’s power was harnessed by [2] et al. in order to 
automatically extract information like species, number of 
entities in image, younglings in the image and behavior (i.e., 
eating, moving or resting) of the animal based on the 
prelabeled SS data, which is seen to be a challenging task for 
humans as well. They automated information extraction 
from motion sensing camera images by combining modern 
supercomputing, deep neural network (DNN) and the data 
available from the SS project dataset. SS project with 
continuously running 225 camera traps in Serengeti National 
Park, Tanzania, since 2011 is the world’s largest published 
camera-trap project up till today [20] which contain 1.2 
million capture events of 48 different species. As per 
research presented by [2] et al. almost 75% images were 
empty events this shows the time invested for just 
classifying the empty image set for human would be 
catatonic and as the SS dataset is labeled by volunteers’ 
human error was also seen to be marginal, also it was found 
that using individual images ended up with more accurate 
results as there were 3 times more labeled data for training 
example. [2] et al. trained their model using the multitask 
learning technique and using two stage pipelines in first 
stage network solves the task of whether the animal is 
present or not while in second stage network handles the 
task of reporting information of the image. This method 
proved to be beneficial as there was relation among tasks 
and they could share weights that encode features common 
to all tasks, also this resulted in fewer model parameters 
solving the tasks quicker and being extensively energy 
efficient, and simpler to store and transmit. In [2] et al. nine 
different modern DNN architectures were tested to find 
highest performing network which were AlexNet consisiting 
of 8 layers, NiN with 16 layers, VGG architecture with 22 

layers, 32 layers for GoogLeNet Architecture, and ResNet 
variants of 18,34,50,101,152 layers. 
 

For model training and testing datasets contained 1.4 
million and 105,000 images respectively. As per stated in [2] 
et al. for classification of presence or absence of animal in 
image all models were able to achieve accuracy > 95.80% out 
of which VGG model got the best accuracy. Following the 
Table 1. Provides with the models’ accuracy. Top-1 and Top-
5 accuracy are two traditional computer vision parameter 
fields, Top-1 accuracy corresponds to only correct value 
prediction at top with highest prediction percentage and 
Top-5 accuracy corresponds with correct value prediction at 
top 5 places in regards to prediction percentage. In [2] et al. 
for identification of species the accuracy of ensembled model 
resulted to be top-1 with accuracy of 94.9% and top-5 
accuracy to be 99.15%. For counting of animals in an image 
et al. represented numbers by classifying them into values as 
1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11–50, or +51 individuals, which 
resulted in top-1 accuracy around 63.1%, and predictions 
percentage were 84.7% within ±1 bin. This 
experimentational results showcased system saving 99.3% 
of manual labor (>17,000h) just for identification of animals 
while performing similar to human volunteers 96.6% 
accurate this was achieved with limited data. Similar 
performance was seen for detection of species. 
 
 

Architecture Top-1 Architecture Top-1 
 accuracy,  accuracy, 
 %  % 

AlexNet 95.8 ResNet-34 96.2 
    

NiN 96.0 ResNet-50 96.3 
    

VGG 96.8 ResNet-101 96.1 
    

GoogLeNet 96.3 ResNet-152 96.1 
    

ResNet-18 96.3 Ensemble of 96.6 
  models  

 
Table 1. Accuracy of different models on detecting images that 

contain animals [2]. 

 
 
Similar to research reviewed before for wild animal 
classification, species recognition algorithm was proposed 
by[10] et al. on camera-trap imagery data, for which they 
devised a novel deep CNN. They collected and annotated 
over 14,346 training and 9,530 testing images for 
discrimination of 20 common species in the North American 
continent using a standard camera-trap image dataset for 
training the proposed model. For this research [10] et al. 
physically installed camera trap over more than 1,000 
locations with help of group of volunteers for analysis of 
behavior of animals and monitoring their population in the 
vicinity. For development of the proposed deep CNN-based 
species recognition algorithm, bag of visual words model as 
the baseline model [21][22]and was used for comparison. 
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Region of interest (ROI) are selected by the tight bounding 
box around the segmented region, treating the species 
recognition problem as image classification problem on the 
ROI [10]. Two major algorithms for the process to resort to 
were a model-based image classification algorithms named 
Bag of visual Words (BOW) [21][22] and image classification 
algorithms [23] based on Deep Convolutional Neural 
Network (DCNN). In consideration with the availability of 
the training dataset size [10] et al. opted for a 3 
convolutional layered and 3 max pooling layered DCNN. 
Each layer consisted of 9×9 size convolutional kernels, while 
the pooling layers has 2×2 size kernels. Input size by [10] et 
al. consisted of 128 × 128 layers size. Data collected over 
camera-trap was split into training images of size 14,346 and 
around 9,530 testing images consisting of 20 species for 
classification which are Spiny Rat, White-nosed Coati, Ocelot, 
Red Squirrel, Tinamou, Mouflon, White Tailed Deer, Red 
Deer, Agouti, Collared Peccary, Paca, Common Opossum, Bird 
spec, Red Brocket Deer, European Hare, Wood Mouse, Wild 
Boar, Red Fox, and Coiban Agouti. For Bag-of-words models 
classification [10] et al. divided image into overlapping 8 by 
8 small blocks getting a block of every 3 pixels. The BOW 
model accuracy of 38.315% overall for species recognition 
DCNN and accuracies for K = 1000, 2000, 3000 are around 
33.192%, 33.507%, and 33.485% respectively, [10] et al. 
also emphasized on the high learning capacity of DCNN and 
its performance could be improved with more availability of 
data. Even if the results do not provide with a jaw dropping 
surprise with great accuracy but considering the data and 
size of the available data results are proven to be promising. 
For construction efficient monitoring systems, speed up 
research findings and subsequent management decisions for 
the world of ecology [24] et al. proposed a high-tech deep 
CNN architecture for animal images filtration and species 
identification automatically by training a computational 
system using a Wildlife Spotter project’s single labeled 
dataset. For implementation of the idea [24] et al. faced two 
primary challenges, first is to attain applicable accuracy for 
image classification, manual preprocessing is still required in 
an enormous amount to input images for bounding and 
detecting animal objects [25] et al. and second is 
unsatisfactory performance from the wildlife monitoring 
system, much more improvements are required in spite of 
complete automation in regards to practical application [26]. 
For designing an animal recognition in the wild 
framework,[24]et al. divided the task into two parts: (1) 
Detection of wildlife, which is basically a binary classification 
on existence of the animals in the designated images; and (2) 
Identification of wildlife, for which a multiclass classifier is 
for labeling and specifying the species in each input image 
with presence of animal in detected images [24].Wildlife 
Spotter dataset of South-central Victoria dataset [24] 
provides a lists of 108,944 labeled images verified by 5 
different citizen scientists. For classification problem [24] et 
al. considered six of the most common listed species in 
Wildlife Spotter dataset were considered of which 80% data 
was used for training and 20% data for validation. Wildlife 
Spotter labeled dataset consists of 67.74% animals and 
32.26% no animals’ images with labels majorly consisting of 

Bird, Rat, Bandicoot, Rabbit, etc. summing the total images 
available up to 72498 images of varying species. For 
addressing two tasks [24] et al. created two models one for 
each task to train a binary designed on the basis of a CNN 
classifier model is named as Wildlife detector and another 
named Wildlife identifier using a multiclass classifier. Three 
CNN architecture with variable depth were employed on the 
proposed framework by [24] et al., specified as VGG-16 [27], 
Lite AlexNet and ResNet-50 [28]. The Wildlife Spotter 
dataset consist of 1920 × 1080 and 2048 × 1536 pixels high 
resolution images, whereas fixed dimensions are important 
for input in the CNN models. Therefore, [24] et al. 
downscaled original images to 224×224 pixels for training. 
All proposed models by [24] et al. for animal or no animal 
image detection achieved very high results, with VGG-16 
architecture had best accuracy of 96.6%, while ResNet-50 
has accuracy of 95.96%, even Lite AlexNet consisting of 5 
learnable layers showed better results of 92.68% accuracy. 
Very high performance was achieved for identification of 3 
most common species with accuracy ranging from 89.16% to 
90.4% for all CNN architectures. Identification of 6 most 
common species problem using the similar model also 
proved to be working exceptionally well. In this case 
presented the best model with accuracy at 84.39% appears 
to be ResNet-50, even with small gap, better performing 
Deep CNN could be developed for complex recognition 
problems [24]. Models proposed by [24] et al. for recognizing 
images achieved more than 96% and bird, rat and bandicoot 
are three most common animals in dataset for which 
identification close to 90% was achieved. While this 
performance may not be extraordinary but promising 
enough to add greater value in improvisation of the system 
by automatically labeled animals for human annotators [24]. 
 
Concerning with the monitoring of animal behavior along 
with recognition of the species of the animal [29] et al. 
proposed an extension of CNN and VGG split into three 
branches one for the whole shape recognition using VGG19 
model and for the muzzle and part of shape recognition two 
VGG16 models. Experiments were conducted by [29] et al. 
using the Ergaki national park produced dataset. After 
analysis of the dataset and exclusion of non-recognized 
images [29] et al. deciphered and discovered on four major 
sublets first sub-set consist of well represented animal 
muzzles, second sub-set contained good animal shapes 
representation, a part of the shapes were held in third sub-
set, and the whole objects were involved in forth sub-set of 
images. Based on the prior observations [29] et al. devised a 
procedure, as per the mentioned sub-sets categorizes the 
images, and CNN architecture combining three parallel 
branches, separately recognizing the part of shape, whole 
shape and muzzle. Experiments were conducted by utilizing 
the TensorFlow 1.5 framework encoded in Python 3.5 that 
supports CNN and conducted on a 3.2 GHz, i7 CPU, RAM 
size:16 GB and 8 GB graphics drive with Windows 7 
operating system [30]. Ergaki national park, Russia ,2012-18 
dataset consisted of more than 40,000 images captured in 
both daylight and night time, all season and with varying 
picture quality. Whatsoever, approximately rejection rate of 
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images was 30% due to reasons of being void, consisting of 
bad quality or unknown. 
 
[29]carried out the first experiment was conducted with 
close to 28,000 total images using the highly unbalanced E1 
dataset. Using dataset E2 second experiment was carried out 
by [29] et al. and dataset was forged by synthesizing more 
samples for species from small number of animal images. 
After which, the unbalanced and balanced datasets and were 
divided into 80% and 20% for training set and testing set 
respectively. This resorted that [29] et al. from unbalanced 
dataset E1 for the CNN training they utilized 22,400 images 
and5,600 images were utilized for the CNN testing. Form 
balanced dataset E2 for the CNN training 27,200 images 
were utilized and 6,800 images were used for the CNN 
testing as dataset consisted of foreground images only[29]. 
Testing process proved that dataset E2 provided with better 
accuracy compared to E1 with Top-1 accuracy of 80.6% and 
Top-5 accuracy of 94.1%. The best results obtained were 
80.6% Top-1 and 94.1% Top-5 accuracy respectively for the 
balanced dataset. They obtained Top-1 accuracy of 38.7% 
and Top-5 accuracy of 54.8% for the unbalanced training 
dataset by [29]. 
 

B. Pose estimation for animals 
 
Pose estimation corresponds with estimating the physical 
posture or skeletal representation of an animal based on the 
image provided. Pose estimation is important from several 
aspects as animals provide with a wide range of motion and 
pose estimation may provide with vital information 
regarding their anatomical behavior. Pose estimation has 
focused on the human perspective have been implemented 
several times providing with promising results 
[31][32][33][34]. Pose estimation in regards with animals 
provides with a numerous usage in fields of zoology, ecology, 
biology and entertainment. Understanding posture of 
animals might prove helpful for animation and digital 
processing of CGI and creating life like imagery from the 
researched phenomenon. For measuring behavior pose 
estimation is an essential tool, and thus widely used in 
technology, medicine and biology [35]. 
 
Major problem for devising an ML algorithm for pose 
estimation is the lesser availability of data regarding to prep 
and device an efficient algorithm. To overcome this problem 
[36] et al. built a dataset of animal poses for training and 
evaluation. As the task of labelling each and every species 
and their pose estimation would prove to be rather tedious 
[36] et al. proposed for rather a novel method of cross-
domain adaptation for transforming knowledge of animal 
pose from labeled to unlabeled animal classes. [36] et al. 
started formation of the model based on anthropomorphic 
data and then designed a WS-CDA (weakly- and semi 
supervised cross-domain adaptation) scheme is utilized for 
elicitation of common cross-domain features which 
consisted of trifactor parts namely keypoint estimator, 
domain discriminator and the feature extractor. From input 
data features are extracted by feature extractor, the keypoint 

estimator predicts the keypoints while the domain 
discriminator segregates the domain they come from. 
Dataset majorly consisted of four legged mammals with five 
classes namely dog, cat, sheep, horse, cow. A dataset of 
VOC2011 for pose-labeled instances is publicly available on 
[37][38] building on which and using the five selected 
classes it proved to be helpful for process as mentioned in 
[36] et al., for better leveraging knowledge from human data, 
align annotation format with a popular human keypoint 
proved to be helpful [36]. Dataset consisted of 5517 
instances of the specified 5 classed with image distribution of 
more than 3000 pictures[36]. Such animal pose annotation 
can be aligned to that defined in popular COCO dataset by 
selecting within 17 keypoints [39]. 18 bones were defined by 
[36] et al. for having similar explanation as on COCO dataset. 
Even calculating the relative length and taking average of the 
various described classes. [36] et al. design WS-CDA 
(Weakly- and Semi- Supervised Cross-domain Adaptation) to 
better learn cross-domain shared features and scheme to 
alleviate such flaw later they introduce to PPLO (Progressive 
Pseudo-Label-based Optimization) strategy referring to 
‘pseudo-labels’ for data augmentation boosting the model’s 
performance on target domain. The final model is boosted 
under PPLO and pre-trained through WS-CDA [36]. WS-CDA 
consisted of four modules, first all data is fed to feature 
extractor that generates the feature maps, second the feature 
maps passing through domain discriminator segregates the 
input feature map generated form specified domain, in next 
module from the pose-labeled samples for supervised 
learning of pose estimation keypoint estimator receives the 
feature maps, finally to convert the feature maps a domain 
adaptation network is inserted for better representation in 
pose estimation on animal instances [36]. A “progressive 
pseudo-label-based optimization” (PPLO) was designed 
by[36]et al. a self-paced ‘pseudo-label’ selection method and 
an alternating training method are introduced to boost 
model performance by bringing target domain data into 
training with ‘pseudo-labels’. Using these techniques [36] et 
al. provided us with a dataset with a novel prior knowledge 
to generate algorithms for training and creation of similar 
purposed methods. 
 
Pose estimation for animals that are currently available have 
several limitations like speed, robustness, and usability. [14] 
et al. introduced an open-source software toolkit, 
DeepPoseKit, for addressing the limitations mentioned. 
Experiments were conducted on several dataset by [14] et al. 
comparing the proposed method with [40] and [41]et al., 
confirming the results of performing considerably better 
than the comparing parameter. [40] and [41] et al. were 
pioneers to introduce and propagate the use of 
Convolutional Neural Networks for estimation of pose in 
animals. Models introduced by them were used for 
measuring the postures of animals by network training, 
leading to transformation of image into plausible estimate of 
keypoints location stated as confidence maps describing the 
body postures of one or more individuals. [14] et al. devised 
a two model-based implementation consisting of a novel 
model named Stacked DenseNet and another method named 
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as subpixel maxima which resulted in fast and accurate 
results with position of subpixels. Solution proposed by [14] 
et al. the DeepPoseKit built on the popular Keras deep-
learning package and is written using the Python 
programing language [42] using TensorFlow as a backend 
[43]. Three experiments were conducted by [14] et al. for 
testing and optimization of the model. First [14] et al. 
compared integer based global maxima with subpixel 
maxima layer using Stacked DenseNet model. Further [14] et 
al. tested training for improvement in accuracy by using the 
model predicting the global geometry, finally model was 
compared with models from [41] and [44]. Dataset used for 
experimentation consisted of using the "fruit" fly dataset 
provided by [41] et al. also compared model performance 
using previously unpublished posture data sets consisting 
240 groups of desert locusts filmed under laboratory setting, 
241 and herds filmed in the wild of Grévy’s zebras. Hence 
[14] et al. presented DeepPoseKit a toolkit for automatically 
measuring animal posture in images. 
 
[35]et al. developed a 30 horses novel dataset that allowed 
for both “within-domain” and “out-of-domain” (unseen 
horse) benchmarking, also [35] et al. probed the 
generalization ability with three architecture classes [35] et 
al. developed a novel dataset consisting of 30 Thoroughbred 
horses labeled by experts in 8,114 images for each of their 
22 body parts. Complexity was added by adding collection of 
Thoroughbred from several farms with various coat colors. 
[35]et al. provided with 2 major insights first ImageNet 
performance generality for both on out-of-domain data and 
within domain for estimation of pose and second, while [35] 
et al. confirmed that task-training can catch up with fine-
tuning pre-trained models given sufficiently large training 
sets [35] et al., showing this is not the case for out-of-domain 
data. Thus, transfer learning improves robustness and 
generalization. Dataset developed consisted across 30 
different horses captured with around 8114 frames for 4-10 
seconds videos using GoPro cameras . [35] et al. created 3 
divisions with pictures of 10 randomly selected training 
horses each. we took a subset of 5% for each training set, and 
for training 50% of the frames, and then performance on the 
training, test, and unseen horses was evaluated the [35] et al. 
recorded two major findings, first pretrained ImageNet 
networks offer known advantages: less data requirements, 
shorter training times and as well as a novel advantage: 
rugged on out-of-domain data, & better generalization was 
observed with networks that have higher ImageNet 
performance, if pretrained. 
 

C. Recognition of Individuals in Patterned 
Species 

 
Tracking and determining individuals is one of the important 
and difficult tasks for many biologist and zoologist for which 
several methods are used which are far more tedious and 
requires physical contact with the animals, this also bring in 
concern with animals that resent human approach. Solution 
as far specified comes with the solution for the image-based 
recognition which still is complex for finding of a particular 

individual from the herd captured and all the available data. 
Ecologist and evolutionary researchers modulated a way to 
determine individuals in patterned a better way [45] et al., as 
a fingerprint is unique to humans similarly the body pattern 
of animals like zebras, tigers and leopards are unique to 
those certain species. Using this feature along with image-
based recognition it would be easy to collect data of 
individual patterned animals. This inhibit the use of methods 
like radio collaring, GPS tracking and field manual 
monitoring, these approaches minimize the subjective bias 
are less stressful, cost effective, safer and repeatable for the 
human and animal [46]. 
 
To tackle this problem [46] et al. used Faster-RCNN object 
detection framework for efficient detection of animals in 
image further features are extracted by using animals flank’s 
AlexNet and trained a classifier for individual identification 
based on logistic regression. [46] et al. primarily evaluate 
and tested proposed framework on a camera trap tiger 
image dataset that contains images that vary in overall image 
quality, animal pose, scale and lighting also evaluating 
proposed recognition system on zebra and jaguar images for 
showcasing generalization to other patterned species. 
Addressing the problem [46] et al. split the process into two 
halves first detection and localization of patterned species in 
a camera trap and later uniquely identifying the entity of the 
same species over the existing database. Figure 1 below 
describes the architecture used in the process in a subtle 
manner. 
 
 
 
 
 
 

 
 
 

Figure 1. Proposed framework by [46] for detection of 
animal and entity recognition. 

 
Experimentation was done by [46] et al. on i7-4720HQ 
device with Nvidia GTX-950M and GPU 3.6GHz processor, 
programmed on Python programming language. For training 
three different datasets were used and generated model and 
compare results with HotSpotter [47] et al., as compared to 
Wild-ID suggested model showed superior performance [48] 
and StripeSpotter [49]. Three datasets used were Tiger 
dataset, Plains Zebra dataset and Jaguar dataset. Tiger 
dataset consisted of 770 images, acquired from Wildlife 
Institute of India (WII) generated from camera traps. 
StripeSpotter dataset consisted of Plains Zebra [49]. As 
compared to tiger the stripe patterns in jaguars are less 
discriminative, the images in this dataset have appearance 
variations and little viewpoints several images were taken 
seconds apart from each other [46]. 
 

As described in [46] et al. the division of the data was 
a split of 75% and 25% respectively for training and testing 
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for a disjoint set of tigers and a total of 1032 (516 × 2) 
images used for data augmentation in the training set and 
testing set consisting of 171 images were generated. 
Accuracy was compared among 227×227 images on 
proposed model, resized images on the same proposed 
model and HotSpotter model. For Tiger dataset had 76.5 ± 
2.2 for 227×227 set and 80.5 ± 2.1 for resized version and 
75.3 ± 1.2 for HotSpotter, 73.5 ± 1.8 was acquired accuracy 
on the Jaguar dataset on 227×227 set and 78.6 ± 2.3 for the 
resized version while HotSpotter achieved 92.4 ± 1.1 
accuracy on the same dataset, finally for the Zebra dataset 
227×227 images set acquired an accuracy of 91.1 ± 1.2 as for 
resized version had accuracy of 93.2 ± 1.4 and HotSpotter 
with accuracy of 90.9 ± 0.8. [46] et al. utilized the CNN based 
object detector Faster-RCNN [50] and for the purpose of 
detecting the whole body and the flank of the tiger fine-
tuned it, from a pre-trained AlexNet they further used the 
detected flanks and extracted features [23] to train a logistic 
regression classifier for classification of tiger individuals 
similar processing was also performed on zebras and jaguars 
for individual recognition task. 

 
IV. SECTION 3 

 
In previous section we discussed several ways in which use 
of Computer vision and Image processing techniques prove 
to be beneficial for solving various problems by showing 
ways to element physical involvement of humans for 
gathering data of animals, solution assisting humans for 
doing task in lesser time than previous man hours needed to 
be invested and helped in ways of understanding the 
anatomical behavior. Even with so many perks for 
implementation of the solutions suggested, there are certain 
drawbacks in order to create and implement of systems with 
at human par capabilities for eliminating the human 
intervention in data collection part. Major problem faced by 
systems for improvement is the lack of available data. To be 
specific data documented from zoological person is not 
limited but in vast quantity but isn’t well structured as there 
is no well revised, processed data for training of models. 
Models could be improved exponentially well with 
introduction of better training data and dedicated data for 
various solutions in order to display better results in various 
defined tasks. Most of the image-based solution stated so far 
only limited themselves with using the data from camera 
traps only using the public generated data for trail might 
make the model more diverse and perform on a better scale 
for wide range of images set. Identification of individuals in a 
species is limited with patterned species only as lesser 
discriminative features are available for pattern less species. 
Other ways needed to be devised for identification of 
individual entities in image and cross verifying them with a 
centralized database which would prove helpful for 
migratory species data collection. 
 
Even with several of the mentioned setbacks for the systems 
hope of betterment resides in future solving the current 
problem. With utilization of more powerful processing 
devices better algorithms can be devised working on them 

improving the reaction time and training time could also be 
similarly reduced. Using the pose estimation techniques and 
the individual detection of patterned animal certain 
algorithms could be devised that might prove helpful for 
creating algorithm that helps to identify individuals in 
pattern less specimens. Improvement in the camera quality 
might be helpful to use more sharper images for training 
models by including those in training datasets. Use of the 
anatomical models would prove extremely helpful for 
animation and CGI as graphics could be generated more 
easily rather than physically tracking the motion of animals 
for the same process. 
 

CONCLUSION 
 

Through this manuscript we tried to understand 
several applications of Computer Vision in fields of zoology, 
ecology and biology, and ways they could prove helpful for 
research and developments in these fields. We focused on 
three major problem statements which are identification of 
animal in image and its species recognition, pose estimation 
for animals and individual recognition in Patterned Species, 
narrowing the perspective too surveillance and tracking of 
the wild animals. The papers reviewed provide with a wide 
range of solutions for the problems and through light on the 
limitations noticed and ways that could improve the 
proposed solutions if limitations are overcome. Major 
problems faced are mostly regarding with the collection and 
creation of data to train models upon, with proper labelled 
and ample images better models could be created. Solution 
proposed in the papers reviewed so far are beneficial for 
eliminating a lot of time spent for data preprocessing by 
humans but lack in certain aspects accuracy to be completely 
human independent a certain level of human monitoring is 
still seeming too be necessary. Novel ways of research could 
be developed over using of image-based research rather than 
having physical intervention with animals and mounting 
equipment just for acquiring data. These ways of research 
would also prove beneficial for prevention of poaching 
activities by keeping track of the animals using surveillance 
equipment. Experimenting and researching in these fields 
might result in conservation of fauna and deepen our 
understanding of the creatures residing on this planet. 
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