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Abstract: The imminent challenge we face as a 

society is how to judge the authenticity of online 
content, be it machine learning generated pictures 
or videos, with the emergence of Generative 
Adversarial Network (GAN) and other deep 
learning based DeepFake techniques. We are 
confronted with an unparalleled risk of serious 
violations of basic human rights, as well as a 
profound, unavoidable shift in how people interact 
online. We've seen many cases of fraud and abuse 
of news headlines, medical (mis)information, and 
invasions of privacy. The aim of this proposed 
project is to detect DeepFake images using an 
online image database. The aim of this paper is to 
use convolutional neural networks to classify real 
versus fake images from a big online database. We 
wanted to see how well different convolutional 
neural networks (VGGFace, DenseNet, Inception, 
Resnet and Custom CNN Architecture) behaved. 
Future work will include using unsupervised 
clustering methods / auto-encoders to see whether 
real and fake images cluster separately, as well as 
using CNN visualisation methods to add clarity and 
interpretability to our models. 
 
Introduction 
 
There are many devices accessible in image altering 
and image control, which will change our real 
image. By naked eyes, we don't get which picture is 
unique and which picture is fake. In social media, all 
images aren't the right images. In particular, 
improvements to brilliant devices like cell phones 
assume an indispensable function in transferring 
and downloading pictures to those social networks. 
The social network is a platform where people 
mingle, offer, and spread information. Once in a 

while, the pictures give us wrong information. 
When the most control by photoshop or some other 
altering programming is a photograph alter has 
numerous procedures for controlling a picture 
utilizing a particular reason. Pictures work can be 
made by counterfeit for the different purposes it 
utilized that's why we need exact information. 
 
DeepFake, which was an unheard concept until 
2017 now is all over the social media. DeepFake 
creates manipulated images, recordings and sound 
by joining supervised Machine Learning (ML) 
techniques, for example, convolutionary neural 
networks (CNNs) and generative adversarial 
networks (GANs) with unaided ML strategies like 
autoencoders. This can prompt a huge number of 
moral predicaments with expansive social 
ramifications. This may incorporate the 
development of upsetting fake porn based on 
superstar data, the conveyance of fake news, and 
the duplicity of safety frameworks that depend on 
facial recognition frameworks. We used 
the"140000 Real and Fake Faces" kaggle data set 
[2] which comprises of 70,000 real faces (from 
Flickr) and 70,000 fake faces (StyleGAN-produced). 
For extra samples, we used the kaggle data set 
"Real and Fake Face Detection" [3]. To execute and 
tackle the current issue, we utilized four existing 
CNN systems (VGGFace, DenseNet, Resnet101 and 
Inception) alongside a custom CNN with the 
essential goal of recognizing genuine and fake data. 
Actually generative models learning based, for 
instance, variational autoencoders and generative 
antagonistic networks (GANs), has been 
comprehensively used to join the photograph 
practical halfway or entire substance of a photo or a 
video. Furthermore, late changes of the GANs, for 
instance, Progressive Growing of GANs (PGGAN) 
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and BigGAN, have been used to join a significantly 
photorealistic picture or video, which is hard to see 
as a fake by individuals in a confined time. At the 
point when everything is said in done, the 
generative applications perform picture 
understanding tasks, which can cause critical issues 
if a fake picture is improperly used through online 
media networks. Besides, the GANs could make a 
discourse video with the orchestrated facial 
substance of any popular legislator, making 
extreme issues the general public, political, and 
business exercises. Subsequently, a compelling fake 
face picture location strategy is earnestly required.  
 
In our work, we will attempt to analyze various 
methods that are used in image to image 
translation. We will probably comprehend if, to 
which degree, and in which conditions, these 
assaults can be disclosed. To this end, we will think 
about a few arrangements, put together both with 
respect to cutting edge techniques taken from the 
picture criminological writing, and on universally 
useful profound convolutional neural networks 
(CNNs) that are appropriately prepared for this 
undertaking. This is both the most well-known and 
most testing circumstance since the pressure 
regularly performed upon picture transferring will 
in general hinder the presentation of phony 
indicators. 
 
Background 
 
DeepFake, made from a combination of words Deep 

learning and fake, is a machine learning method 

that can layer images or videos of a target person to 

that of another person to create a new “unreal” 

image/video of the target person doing or saying 

things the source person does. The construction of 

a DeepFake image or video in essence requires 

auto-encoders, which consists of an encoder and 

decoder. The process of creating a DeepFake first 

involves reducing the image to a decreased 

dimension space (compressed image), which 

retains critical image information by the encoder. 

The decoder is the next phase, and it recreates the 

image.  

The fundamental DeepFake system now includes 

the use of generative adversarial networks (GAN), 

which are generative models that learn the 

distribution of data without supervision. GANs are 

an updated framework for estimating generative 

models using an adversarial approach in which two 

models are trained at the same time. DeepFakes are 

decoded using GANs, with the decoder consisting of 

G and D training in an antagonistic relationship. 

Because the generator creates new images from the 

latent representation of the original source, it must 

be constantly corrected as the discriminator 

attempts to determine whether or not the image 

will be formed. As a result, the decoder is very good 

at preserving significant image data in the latent 

space. Hence, a generator is produced that 

generates images that are extremely similar to real 

data, as well as a process where any defects are 

detected by the discriminator. When GANs were 

first introduced to DeepFake models, they had an 

architecture that included just one GAN. Since then, 

several advancements have been achieved with the 

intention of improving the quality of fake data. 

Among them is the use of Cycle-GANs to resolve the 

issue of several training models' need for paired 

training images during the training period [5]. 

While the realism of GAN images improves over 

time, the lack of control in DeepFake methods' 

performance, i.e. modifying explicit features such as 

stance, face form, and haircut in a picture of a face, 

remains a challenge. To address this problem, 

NVIDIA created the Style-Based Generator 

Architecture for GANs (StyleGAN) process [6]. The 

fake image is created by StyleGANs in stages, 

beginning with a low resolution and progressing to 

a high resolution (10241024). By changing 

the  input of each layer separately, it 

manages  features that are constituted in that layer, 

from features like pose and shape of face  to fine 

details  like hair colour), without affecting other 

layers. 

The negative consequences of DeepFake have been 

widely felt, resulting in a slew of debates. The vast 

majority of DeepFake's identified targets are 

celebrities and politicians. One such example is a 

viral DeepFake video of Manoj Tiwari reaching out 

to people of Delhi during elections campaigning in 

three different languages. However, it was later 

confirmed that the video was made by his 

organisation itself with his consent. Fake celebrity 
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pornographic images, revenge porn, and malicious 

conspiracies have all been made using DeepFakes 

like FakeApp, OpenFaceSwap, and MyFakeApp. 

The first attempts at designing DeepFake detection 
systems centered on the shortcomings in DeepFake 
generation methods, such as models that had not 
been trained on footage of people with their eyes 
closed. In their produced images, this resulted in 
abnormal blinking patterns [9]. However, this 
detection method was soon overcome by the next 
generation of DeepFake models which then 
included blinking in their training data. 
The fact that the current DeepFake algorithm could 
only produce images of limited resolutions, which 
needed to be further warped to match the original 
faces in the source video, was also exploited by 
detection techniques. Such changes left distinct 
objects in the resultant DeepFake videos Li et al. 
demonstrated that CNNs can effectively capture 
these objects, which can then be used to 
differentiate between real and fake data. [10] 
The use of head poses as a means of detecting 
inconsistencies in DeepFake photos has also been a 
priority [11]. Yang et al. developed a method based 
on the assumption that DeepFakes are produced by 
splicing a synthesized face region into the original 
image, adding errors that can be identified when 3D 
head poses are estimated from face images. The 
authors report an SVM classifier which was 
evaluated using a set of real face images and Deep 
Fakes after features were selected which cue 
specific features of head poses. 
 
 
Models 
 

1. Custom CNN 
Based on a tensorflow backend, our custom 
CNN uses 6 layer of convolutional layers, 
each of them which are paired with a batch 
normalization and maxpooling layer. 
Dropout was applied to each layer and the 
activation function used was Rectified 
Linear (ReLU). This decreases the chance of 
over fitting the data. Padding was also used 
in each layer with the addition of dense 
layer at the end of the network with 
sigmoid used as activation function. In 
addition to this, an alternating dilation rate 
of 2 and 4 in the layers so that there is 
spacing between the values in a kernel. 
 

2. VGG 
Using the pretrained model of VGGFace 
network this model used five convolutional 
layers each paired with maxpooling layers. 
We used the Adam as the activation 
function. The first two blocks consist of two 
whereas others contain three convolutional 
layers each followed by a maxpooling layer. 
As VGGFace is pretrained we fine-tuned the 
network by adding a dense layer that helps 
in providing us the final features of the 
network. At last, a dense layer with sigmoid 
activation was used. 
 

3. DenseNet 
In this network we used the pretrained 
network of DenseNet-121 network found in 
Keras Module. For fine tuning we added a 
dense layer as the last layer. Training was 
done with 100,000 images with 20,000 
images for validation. Model used dense 
blocks of layers of batch normalization, 3X3 
conv and Adam activation. The model also 
consists of 2X2 pooling layer and ending the 
network with a dense layer of sigmoid 
activation.  
 

4. InceptionV3 
Used the pertained model of InceptionV3 
network of InceptionV3 network found in 
Keras. Using the same architecture as in the 
DenseNet network mentioned above. Again 
fine tuning by adding a dense layer and 
followed by the maxpooling layer. Adam 
optimizer found in keras was used as the 
optimizer. This model was trained on 
102,041 images again using 20,000 images 
used in validation. The network ends with a 
dense layer with sigmoid activation. 
 

5. Resnet101 
Used the pertained model of InceptionV3 
network of Resnet network found in Keras. 
Using the same architecture as in the 
DenseNet network mentioned above. This 
model was also trained on 102,041 images 
again using 20,000 images used in 
validation. The network ends with a dense 
layer with sigmoid activation. 
 

6. Data Augmented Models 
In all the models we mentioned above 
(except VGG) we have paralleled data 
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augmented models also to study the effect 
of augmentation on the models used. For 
data augmentation we flipped all the images 
horizontally. In addition to this rescaling 
was used to ensure all numbers are in the 
RGB range so that the image quality is 
maintained as all images do not have the 
same pixels. 
Also, rotation was introduced with 20 and 
both shear and zoom range was also 
introduced with both being 20% of the 
original image.  
 

7. PCA+SVM 
For all the models that are mentioned above 
we extracted the last layer before 
classification to see the representation of 
images as vectors. The vectors were 
relatively big so we used Principal 
Component Analysis to keep the data that 
was most viable to contribute. Therefore by 

running PCA we were able to keep 100 
principal components. We then were able to 
use Support Vector Machine with 
polynomial Kernel to classify the 
components as real or fake. 
 

8. Densenet with augmented Data 
The main motive of this model is to see the 
effect of if the colour has an effect on the 
accuracy of the networks. In this model we 
used the same network as in original 
Densenet but changed the pixels so that 
nothing is in the range of RGB. 

 
Results 
Through this comparative study we can clearly see 
that the pre trained models are very efficient in 
classifying images that are generated by GANs. 
 
 

 

 

We can see clearly that the both VGGFace 

Architecture and InceptionV3 gave an accuracy of 

99%. VGG however require very sophisticated 

processors and GPUs for its training on augmented 

data. Resnet also gives almost similar result though 

is more computationally extensive than 

InceptionV3. Densenet also gives decent result and 

is less computational than the models above. 

Introducing data augmentation, naturally there is 

decrease in the accuracies of the models. Although 

the model of InceptionV3 gives the most decent 

result on both the normal and augmented data. 

With the last model we can see the colour have no 

influence on the accuracy of the model. Thus colour 

is not an attribute that can affect the performance 

of the models. 

The custom model with diluted convolutional 

layers gave decent results although the accuracy 

was the least of all models. Also the introduction of 

augmented data comes with a sharp decrease of 

accuracy of 9%.ROC plot of all models is given 

below:- 
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The scatter plot of all the models accept the model 

8(Densenet with grayscale) does not form very   

distinctive clusters resulting in very poor 

performance as we can see in the table above. Other 

than this model the graphs give very distinctive 

clusters and we can see a normal increase in the 

accuracies of all models. 

                  

Custom CNN                                                      Custom with Aug Data 

 

VGGFace      Densenet 
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Densenet with Aug Data    Densenet with Graysacle data 

 

ResNet101       InceptionV3 with Aug Data 

Conclusion 

Deepfake is a very serious and intriguing problem 

in this age. More and more technologies are 

discovered every day to tackle the situation. But 

still, even when the accuracy of models is very high 

it makes up quite the percentage in the plethora of 

images that are available in this day and age on 

social media like Google and Facebook. Similar to 

the medical domain a slight mistake in the 

detection can be fatal to the image and reputation 

of a person. GANs with their technology have only 

made matters worse. 

Our models have shown how well the pre trained 

models can do on the fake image detection along 

with our custom model. Even though the models 

can be 99% accurate, the models were trained with 

the help of supervised learning and the 

performance of models on never seen before GANs 

remain an intriguing questions. Future work could 

include using autoencoders or using the 

unsupervised learning with cluster formations.  
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