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Abstract - Image style transfer using new techniques neural 

style transfer is method used to immigrate the style of one 

image and generate new image using contents image. The 

process of the neural style consists of texture extraction from 

style image and rendering contents image with the texture.  

The convolution neural network is a key technique in the 

process of neural style transfer. Neural style transfer finding 

many line realistic photo generation, style generation in the 

clothing, generating artificial art sculpture.   
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1.INTRODUCTION 
 

The generation of the new image requires creative 

mind and it is work of special skill of the art producing with 

imagination or reproducing the image with new style or 

color.  Humans have mastered the skill of an art generation 

of the visual experience through the composing of the 

complex structure of the content and style of image. Some 

artist are specialized in the production or generation of the 

new art[11].  Neural style transfer now days providing 

important results in the domain of the image art.  The image 

processing techniques are developed over period of the 

couple decade for object detection and face recognition, the 

performance of the deep neural network near human 

performance.[13].   Neural style transfer is implemented by 

convolutional neural network by transferring style of one 

image in order to generate new image.   

The neural style transfer involves finding out the 

matching part of the style image and content image in the 

convolution neural network layer. The gram matrix is 

generated to represent minimized a special maximized mean 

discrepancy. The traditional patch based methods, finding 

the patch of the image and getting analysis and synthesis of 

the features present in the path used for the matching of 

source image with the target image. Even Markov Random 
Field (MRF) used to analyze the feature present in the patch 

of the image. These non-parametric methods of the image 

texture analysis suffered from the fundamental problem of 

the local feature representation. The neural style transfer 

recently introduced for image style transfer. This neural 

style transfer based on the newly developed convolution 

neural networks.  The artistic style of the image transfer is 

based on the gram matrix of the neural layer activation [12].  

The generation of the new image performed by 

using iterative optimization of new image from white noise 

by matching new activation with gram matrix of the content 

image and style image. The global features are summarized 

and gram matrix produced with the specified layer of the 

convolution neural network. However, in this process a set 

of different global features are encoded into a same gram 

matrix due to this gram matrix representation become 

unsuitable [14]. The gram matrix generation only consider 

the global feature hence local feature are ignored. The neural 

style transfer methods are divided based on the use of 

techniques for style image generation. These methods are 

based on image optimization-based methods that optimize 

images online. The model optimization-based methods trains 

neural network for a specific style [15]. The neural style 

transfer methods are based on the parametric and non-

parametric for image generation. 

2. Related Work: 

This section, presents the state of art of the neural 

style transfer work. Gatyes et.al.[1] studied the problem of 

the art generation using the artificial neural network. 

Yanghao Li, et al[2] demonstrated demystifying neural style 

transfer for generation of the new image using content and 

style image. This indicates that neural style transfer is 

intrinsically a process of distribution alignment of the neural 

activations between images. The kernel method based on the 

illumination analysis [17]. The convolution neural network 

used gram matrix of the neural activation layer to present 

the style of the image. The iteratively new image is generated 

from the initial white noise image by matching the neural 

activation with the content image and the gram matrix with 

the style image. Haochen Li [3], described a survey of work 

of neural style transfer on the video and images.  The neural 

style transfer for the real time and super resolution images 

studied and implemented in the real time.  They also 

described mixed style transfer on mixed style transfer via 

image fusion.  
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Len Du [4], presented new technique of the random weights 

in the layer l called as ranVGG and spatial smoothness is 

added. The removal of the content loss from the calculation 

of the total loss  becomes easy to perform the work on the 

style loss. The randomized binary weights performing better 

as compare to the convolution neural network weights. 

Haozhi Huang et.al. [5] Explored the idea of the neural style 

transfer for the video using feedforward convolution neural 

network. They applied style transfer techniques to video 

using image frames. The Video generally produces the flicker 

due to the fame image. The hybrid loss used in the training 

stage, which combines losses in the spatial and temporal 

domain. The on fly optical computation is capable of 

performing real-time video styling. Zhiyuan Hu et.al [6] 

presented new  layer for the image style transfer. The neural 

style transfer works on the content image and the style 

image. The content image is modified according to the colour 

and texture of the style image. They novel method of 

aesthetics   aware model optimizations based style transfer. 

The multiple reference images are used to decide the colour 

and texture features. The two-path structure method is use 

for generation of the aesthetics style image.  

Yijun L. et al [7], explored the idea of the universal style 

transfer via feature transform. The neural style transform is 

performed using content image and style image. In the 

research work they have implemented pair of features as 

whitening and colouring transforming that reflects the a 

direct matching of the feature covariance of content image to 

a given style image which is similar to optimization of the 

gram matrix based on the cost of neural style transfer. A 

feature transform of the image coupled with the pre-trained 

general encode-decode network and transforming 

processing is implemented by simple feed forward neural 

network.  The results shows effectiveness of the feature 

transform method for the neural style transform and the use 

of these feature transform for natural textural analysis 

shown effective results. Gantugs Atarsaikhan et.al [8] 

explored neural style transfer for guided style transfer for 

shape stylization.  They proposed method for neural style 

transfer based shape design method. The parametric and 

non-parametric both features are used for neural style 

transfer. They proposed method for generation of style 

without professional skill. The contents images are restricted 

to the clip art and binary silhouette image and style image 

can be any arbitrary image. Falong Shen et al.[9], presented 

novel method of the neural style transfer using meta 

networks.  They designed new method to address the 

network generation task, which provides network for neural 

style transfer. 

 Fujun Luan et. al[10]  introduced photo style transfer in 

transferring the reference image into the new image using 

style image. The matting laplacian method used for constrain 

transformations of the input and output images. The new 

feature such as semantic feature segmentation are used for 

neural style transfer. The resultant image is a photo realistic 

in a broad variety of scenarios.  

3. Methodology  

Style transfer is new technique of the image 

generation using combination of the content image and style 

image. The convolution neural network plays very important 

role in the image processing in the recent years and 

researches to think to solve image processing using this new 

technique [1]. Convolution neural network consist of the 

hierarchical layers of the computational units that processes 

image in the hierarchical and feed forward manner.  Each 

layer in the convolution neural network extracts features of 

the image using different filter banks. The output of the each 

layer is called as feature map.  

  The style of the image is represented by using 

feature space, which captures the texture of the input image. 

The feature space is built on the top of the filters responses. 

The correlation between different filters responses and 

spatial extent of the feature map. The style feature produces 

texturiser version of the input image that captures 

appearances in terms of color and localised structures.The 

goal of the style using neural network transfer is to create 

new image x*  ,from  content image xc  and new style for 

image xs . The feature extracted from the both images is given 

by xc and xs in the layer l of the CNN is given by  Fl Э RNlxMl,  Pl 

Э RNlxMl, S Э RNlxMl respectively.  Where Nl  the number of the 

feature maps in the layers l  and Ml is the height times width 

of the feature maps. 

Let  and  be original content image and 

generated in the layer l let   and  feature map 

generated by the convolution neural network. The squared 

loss between these layered images is given by equation (1) 

                                          
                           (1) 

The feature correlation given by Gram matrix 

equation(2) 

                                                                            

                                                 (2) 
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The generation of the new image from the texture of the 

style image performed using gradient decent from the new 

white noise image by finding another images that 

represent style representation of the original image. The 

minimum distance between gram matrix of the original 

image and the gram matrix of the generated image.  The 

total loss in the gram matrix is given by equation (3) 

                                         

                      (3)  

Where Al is a original image and Gl generated image in the 

layer l. The total loss is given by  

                                              (4)   

To generate new image which combines contents of the 

original image and textural of the style image, it is required 

to minimize square loss between white noise images from 

the content image. The total loss function due to content and 

style is given by equation (5)                 

                   (5) 

4. Experimentations: 

The style transfer of the one image to the content 

image is implemented using convolutional neural network. 

Various images used for style as well as content images. The 

result of the experiment implementation is shown in table 2.  

The model parameters for VGG convolution neural network 

in shown in table given below. 

5. Results 

The experiment of the neural style transfer performed on the 

content images using combination style image. The new 

generated images as neural style transfer. The results of the 

image style transfer is given table 2 below:  

Table 1 :   Model Parameters 

Sr. 
No 

Layer Type Output 
Shape 

Parameters 

1 input_1 (Input Layer)                 [(3, 
400, 
961, 3)]            

 

2 block1_conv1 (Conv2D)          [(3, 
400, 
961, 
64) ]            

1792 

3 block1_conv2 (Conv2D)         [(3, 36928 

400, 
961, 
64) ]         

4 block1_pool 
(MaxPooling2D)    

[(3, 
200, 
480, 
64)] 

0 

5 block2_conv1 (Conv2D) [(3, 
200, 
480, 
128)]           

73856 

6 block2_conv2 (Conv2D)   [(3, 
200, 
480, 
128)]           

147584 

7 block2_pool MaxPooling2D)    [ (3, 
100, 
240, 
128) ]               

0 

8 block3_conv1 (Conv2D)  [(3, 
100, 
240, 
256) ]  

295168 

9 block3_conv2 (Conv2D)          [(3, 
100, 
240, 
256)]            

590080 

10 block3_conv3 (Conv2D)          [(3, 
100, 
240, 
256)]            

590080 

11 block3_pool(MaxPooling2D)   [(3, 50, 
120, 
256)]               

0 

12 block4_conv1 (Conv2D)          [(3, 50, 
120, 
512)]            

1180160 

13 block4_conv2 (Conv2D)          [(3, 50, 
120, 
512)]            

2359808 

14 block4_pool 
(MaxPooling2D)  

 [(3, 25, 
60, 
512)]                  

0 

15 block5_conv1 (Conv2D)          [(3, 25, 
60, 
512)]              

2359808 

16 block5_conv2 (Conv2D)          [(3, 25, 
60, 
512)]              

2359808 

17 block5_conv3 (Conv2D)          [(3, 25, 
60, 
512)]              

2359808 
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18 block5_conv3 (Conv2D)          [(3, 25, 
60, 
512)]              

2359808 

19 block5_pool  [(3, 12, 0 

(MaxPooling2D)     30, 
512)]                    

 

 

Table : Neural Style Transfer Result 
 

Sr. 
No. 

Content Image Style Image  Neural Style Transfer 

1 

 
 

  

2 

 
 

  

3 

 
 

  

4 

 
  

 
 

6. Conclusion  

In this paper, neural style transfer method applied to 
generate new image from the contents of the original image 
by using texture of the style image. The input image of the 
size  224 x 224x3 . The convolutional neural network of VGG 
16 used to extract the features of the contents image and 
style images at different layers. The gram matrix error 
between the contents image and style image is minimized to 

generate the new image with the given style image. The 
experimentation on the different contents images and style 
images is effective using neural style transfer. The neural 
style transfer considers only global feature maps of the both 
contents and style image. The use of both global and local 
feature maps may improve style transfer process into a new 

image. 
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