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Abstract - Source device attribution has gained wide 
attention due to its importance in multimedia forensics. 
Attribution of a multimedia content to its source device 
provides evidence before court of law in solving legal and 
security issues. Many people share illegal contents through 
anonymous profiles. Source device attribution helps in  
linking these contents to its source device, which helps to 
trace the owner of the device, which tackles many cases such 
as copyright as well as uploading of other illicit materials 
(For eg: women and child exploitation clips) in Social Media 
Platforms. Out of the many researches, one important 
technique is the Photo Response Non Uniformity (PRNU) 
traces. In this paper, the challenging problem of attributing 
videos to their source device is been dealt with. The 
proposed methodology proposes the characteristic 
fingerprint estimation of device for both stabilized as well as 
non-stabilized video sequences followed by matching of 
query video fingerprint with reference fingerprint using 
multiclass SVM. It exploits only videos to study the device 
from which they both come 
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1. INTRODUCTION  
 
Now-a-days, millions of people use smartphones and shares 
the multimedia contents through different social media 
platforms. Frequent use of these smart phones and platforms 
has increased the number of gruesome crimes such as acts of 
terrorism, child exploitation, and copyright infringement 
cases. Since these cases are related to digital forensics[1], 
solid digital evidences are required to solve the cases legally. 
Since the suspect uses anonymous profiles to share these 
contents, it might not be able to find the culprit through his 
social media accounts. Digital forensics can simply be 
defined to be the discipline that mixes elements of law and 
computing to gather and analyze data from computer 
systems, networks, wireless communications and storage 
devices during a way that's admissible as evidence during a 
court of law. 
In particular, digital forensics science emerged in the last 
decade in response to the escalation of crimes. It is 
committed by the use of electronic devices as an instrument 
for committing a crime or as a repository of evidences 
related to a crime .One of the emerging techniques is to use 

the noise patterns from the multimedia contents, which are 
unique for each sensor [3]. Photo Response Non-Uniformity, 
or PRNU for brief, is one source of pattern noise in digital 
cameras. PRNU pattern can be considered as the 
characteristic noise fingerprint of any image or video 
acquisition device. When a steady uniform amount of light 
falls on the sensor cells in a camera, each cell within the 
camera should output precisely the same voltage. However 
due to variety of factors including small variations in cell size 
and substrate material like dishomgeneties in silicon wafers 
and imperfections in the sensor manufacturing process, this 
is not true. When a consistent light is shined within the cells 
in a camera, the cells output slightly different voltages. 
Because of the non homogeneity naturally present in the 
silicon, all the pixels of a sensor will never have the same 
photo response characteristics. The difference in response to 
a uniform light source is referred to as PRNU. PRNU is almost 
impossible to eliminate and it is inevitable for all type of 
camera sensors. 
By testing the presence of a specific fingerprint in the image, 
one can achieve reliable device identification [2](eg: prove 
that a certain camera took a given image) or prove that two 
images were taken by one device (device linking) [9]. The 
presence of camera fingerprint in an image is also indicative 
of the fact that image under investigation is natural and not a 
computer rendering. By establishing the absence of the 
fingerprint in individual image regions, it is impossible to 
discover maliciously replaced parts of the image. This task 
pertains to integrity verification. 
By detecting the strength or form of the fingerprint it is 
impossible to reconstruct some of the processing history. For 
eg: one can use the fingerprint as a template to estimate 
geometrical processing such as scaling, cropping or rotation. 
Non-geometrical operations are also going to influence the 
strength of fingerprint in the image and thus can be 
potentially detected. To identify the camera model or 
distinguish between a scan and a digital camera image, the 
spectral and spatial characteristics of fingerprint is used. 
Source attribution for videos is quite challenging than that of 
images because the noise contents in video frames tend to be 
subtle than images [12]. In the proposed work, we use 
reference fingerprint from videos only and not from images. 
It is based on the scenario that no information is available in 
the case of images captured by the device under analysis. In 
such cases, where only videos are available, the reference 
fingerprint will also be taken from the video itself. Then, this 
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reference fingerprint will be compared with that of the video 
under query or analysis. 
Hence, the selection of number of frames also matters. 
Either, we can take all the frames or only I-frames (intra-
coded frames). I-frames contain more reliable PRNU 
information than P-frames or B-frames [12]. This is because 
P frames and B frames are usually compressed and may 
contain several artifacts. In the case of I frames, they are 
extracted in an uncompressed form as further compression 
can degrade the quality. For eg, when extracting I frames 
using FFMPEG (Fast Forward Moving Pictures Expert 
Group), we extract the frames in BMP( Bitmap), which is 
uncompressed rather than JPEG (Joint Photographic Experts 
Group), which is compressed. The accuracy of classification 
increases with the number of frames extracted for 
fingerprint extraction. 
This paper presents a combination of forensic analysis 
techniques for the identification of a video source device, but 
focusing on videos generated by mobile devices, mostly 
smartphones. The scheme presented consists of four stages: 
1) Key frames extraction, 2) sensor pattern noise extraction, 
3) feature extraction, and 4) classifier training and 
prediction. 
 
2. RELATED WORKS 
 
Many approaches were proposed for source identification by 
analyzing traces like sensor dust, defective pixels, and color 
filter array interpolation. 
Jan Lukas et al. [3] first introduced this idea of using sensor 
noise for source identification. Jan Lukas et al. showed that, 
the Photo-Response Non-Uniformity (PRNU) noise in digital 
images can be used to perform digital image source 
attribution and forgery detection. This work was followed by 
many others which established the PRNU as one of the most 
promising and powerful imaging sensor characteristics 
which can be exploited for image source attribution. 
  PRNU based methods are used for many forensic tasks such 
as source device identification [2], forgery detection, 
detection of duplicate or spliced videos, authentication of 
smart phones [10]etc. 
Massimo et al. in [4] proposed a “hybrid" approach to video 
source attribution. In this work, the video source 
identification is done using still images taken by the same 
device as reference. Massimo et al. also discussed how to link 
a Facebook account to a YouTube account by correlating two 
PRNU fingerprint estimates obtained from a query video 
downloaded from YouTube and images shared on a specific 
Facebook account, but the accuracy of by their method was 
very low.  
The method in [4] has good identification results on native 
videos but source attribution accuracy for YouTube videos 
are not as high as for native camera outputs. Moreover, this 
method cannot be used to perform video-to-video device 
linking for cameras featuring video stabilization. 
Furthermore, in the case of Facebook-shared images, 
estimating a fingerprint using images from an unknown 

source is not realistic since it is assumed that they all come 
from the same device, which may not always be the case. 
Chen et al. in [11] investigated the video source device 
attribution problem and showed that PRNU could be used to 
identify the source camcorder of a subjected digital video by 
estimating the PRNU fingerprint or sensor pattern noise 
(SPN) from individual video frames given that enough 
frames are available. 
 
3. PROPOSED METHOD 
 
The proposed model is demonstrated in Fig. 1. In the 
proposed work, we use reference fingerprint from videos 
only and not from images as mentioned earlier. In order to 
estimate the PRNU of camera, we need to take the frames 
first. Let us assume that 'N' denotes the number of available 
images or frames. 
   First step is to separate each original image from its 
noise. For that, a denoised version of the original image is 
obtained. This is done for obtaining the noise residues. There 
are many denoising filters for this process, the one used in 
this technique is the PCA denoising method. After this, the 
original image is subtracted from the denoised version of the 
image to obtain the noise residues. 
 PRNU can be estimated using the following 
equation, which is the maximum likelihood estimator: The 
reference pattern of a camera is first extracted from a series 
of images or frames of a reference video taken from known 
camera device. The reference pattern is then used to detect 
whether the camera used to generate the reference pattern 
was used to capture an unknown source image. Generally, 
for an image I, the residual noise is extracted by subtracting 
the denoised version of the image from the image itself as 
follows: 
                              N = I − F(I),                                 (1) 
 
where F(I) is the denoised image, and F is a denoising filter.  
In order to extract the fingerprint of a camera, multiple 
images are denoised and averaged. The averaging of multiple 
images or frames reduces the random components and 
enhances the pattern noise.  The PRNU fingerprint of a device 
can be estimated as equation (3):    
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Where Wn is the noise residual extracted from In and all 
operations are performed pixel wise.  

Precisely, Wn =In –in, in is denoised version of In. 

After the extraction of frames, denoising of these frames is 
done using LPG-PCA (Local Pixel Grouping-Principal 
Component Analysis) [14] denoising technique to extract the 
residual values. Out of the many denoising techniques, LPG-
PCA is found to have better PSNR value and hence will have 
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better noise residuals. The illustration of LPG-PCA is given in 
Figure 2. 

 

Fig -1: The framework of the proposed model 
 
As shown in Fig 2, the algorithm has two stages. The first 
stage it gives an initial estimation of the image by removing 
most of the noise and the second stage will further refine the 
output of the first stage . The second stage has the same type 
of procedure except for the parameter of noise level is 
updated. Since the noise in the first stage is significantly 
reduced, the LPG accuracy will be much improved in the 
second stage so that the final denoising result is visually 
much better. 
 

 
 

Fig -2: Illustration of LPG-PCA denoising technique 
 
The comparison of values of different denoising techniques 
is given below: 
 

Table -1: Comparison of Various DENOISING methods 
 

 
 
 
From Table 1, it is clear that LPG-PCA based denoising 
technique is better in obtaining better noise residues. 
After obtaining noise residues, the PRNU pattern or camera 
fingerprint is obtained using equation (2). At first reference 
fingerprint is estimated from the available frames. PRNU 

pattern for each frame is estimated. After this, the 
classification or attribution part comes. Multi-class SVM 
technique as given in Fig 3 is used for attribution of videos to 
its source device. Multi class SVM is used as it solves the 
problem of classification of more than two classes as it forms 
multiples of two class classifiers based on the feature vector 
derived from the input features and the class of the data. The 
feature vector is a file in matrix form which contains the 
variance, standard deviation and the mean of the SPN of each 
frame from the dataset. Now the fingerprint of each frame is 
divided into testing dataset and training dataset.  
 

 
 

Fig -3: Multi-class SVM Block diagram 
 
The algorithm uses two different datasets as mentioned: the 
training dataset and the testing dataset. The training dataset 
contains the tagged videos from known mobile devices 
models. The testing dataset is randomly sampled from the 
videos of mobile devices to be identified. After classification, 
the frames of videos under analysis or query video will be 
attributed to its source device. The accuracy of attribution 
depends on the performance of classifier. 
 
4. EXPERIMENTS AND RESULTS 
 
In this section, we report the results and experiments 
conducted. First, we describe the number of videos used for 
the work. Then, we will discuss the evaluation metrics and 
finally the results achieved by the proposed method. 
 
4.1 Dataset 
 
In order to test the proposed method, 10 different camera 
sources were taken as given Table 2. This dataset has been 
taken from Vision dataset [6]. We selected devices which has 
Full-HD resolution (1920 x1080 pixel). 
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Table -2: Camera sources from Vision datset 

 
 
4.1 Results 
 
In this section, the different results obtained will be 
described: First, the conversion of videos into intra-coded 
frames is shown in Fig 4. 
 

 
Fig -4: Video to I-frames 

 
The denoised version of frames obtained using LPG-PCA is 
given below. Fig 5 is the original frame. Fig 6 is the first stage 
of denoising and Fig 7 is the second stage of denoising. For 
better understanding one frame is given below. 
 

 
Fig -5: Original frame 

 
 

 
 

Fig -6: Denoising first stage output 
 

 
 

Fig -7: Denoising second stage output 
 
After denoising of each frame, the fingerprint or PRNU 
pattern is obtained as in Fig 8 below. 
 

 
 

Fig -8: A PRNU pattern obtained from the noise residues 
 
5. EVALUATION METRICS 
 
In order to find the accuracy, we need to plot the receiver 
operating characteristic (ROC) curves. We consider all 
videos recorded with that camera as positive samples and 
the set of negative sample includes sequences not taken with 
that camera. ROC curve depicts the relation between true 
positive rate (TPR) and false positive rate (FPR). To calculate 
numerically, AUC (area under the curve) can be calculated. 
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Also, for measuring the performance of classification, 
confusion matrix is obtained.  
The proposed work is performed on MATLAB platform. The 
classification part is mainly done on 3 classes for stabilized 
and non-stabilized videos and also on non-stabilized videos 
alone. Also, classification is performed on the basis of 
stabilized and non-stabilized videos. Non-stabilized videos 
are usually more correctly classified than stabilized videos. It 
is because stabilization reduces the noise content of the 
videos. For each video around 1000 I frames were taken. 
 

Table -3: Confusion matrix for 3 class non-stabilized 

videos 

 
 
The confusion matrix for 3 class stabilized videos obtained is 
given in Table 4. 
 

Table -4: Confusion matrix for 3 class stabilized videos 

 
Table -5: TP, TN, FP & FN values 

 
 
Table 4 shows the values of the true positive (TP), true 
negative (TN), false positive (FP) and false negative (FN). 
From this, we can calculate the values of accuracy, precision, 
recall and specificity. These values can be calculated from 
the following equations. 

Accuracy = 
Total

TNTP 
                    (3) 

                        Recall = 
FNTP

TP


                       (4) 

                        Precision =
FPTP

TP


                     (5) 

                           Sensitivity =
FPTN

TN


                   (6) 

 
The corresponding values obtained are given in Table 6 
below. 
 

Table -6: Values of accuracy, precision, recall and 

sensitivity 

 
 
From the table above, it is clear that the accuracy is around 
95 % for non-stabilized videos. The first class and third 
classes are from non-stabilized videos. The second class is 
from stabilized videos. Since, we have taken only 1 stabilized 
video, the accuracy is comparable with non-stabilized ones. 
As the number of classes increase, the accuracy of stabilized 
may decrease. The accuracy of stabilized videos is less than 
non-stabilized here.  
The ROC curve for these 3 classes is given in Fig 9 and ROC of 
stabilized and non-stabilized videos is given in Fig 10. 
 

 
 

Fig -9: ROC for three classes of stabilized videos 
 
From ROC curves, we can find the area under the curve 
(AUC). Ideally, AUC must be 1. The AUC values for the three 
classes is given in Table 7.  
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Table -7: AUC values 

 
 
From the above table, it is clear that all the values of AUC is 
above 0.9, which is close to 1. 
 

 
 

Fig -10: ROC for stabilized and non-stabilized videos 
 
From Fig 10, it is clear that non-stabilized videos have 
accuracy slightly greator than stabilized videos. But, overall 
the accuracy is above 90%. For non-stabilized videos, the 
TPR IS 1. 
 
6. CONCLUSIONS 
 
In this paper, we propose a video source attribution 
technique using fingerprint derived from frames. The 
experiments are conducted on publicly available vision 
dataset composed of both stabilized and non-stabilized 
videos. The proposed method involves device fingerprint 
extraction, which is the PRNU pattern extraction and the 
fingerprints are classified using multi-class SVM. The 
proposed method can be applied for source device 
attribution, device linking and forgery detection as well. The 
best results were obtained if non-stabilized videos were 
used for attribution. Overall, the experimental results 
showed that the accuracy of non-stabilized videos (here for  
only 3 videos) is 100% with a TPR of 1 and for stabilized 
videos, accuracy is around 93%. Also, it should be noted that 
the accuracy may decrease with the increase in videos for 
stabilized cases. The future work is to work with more 
classes and to improve the performance of stabilized video 
sequences as well. 
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