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Abstract - Biogas generation is a complex process and 
mathematical modelling is necessary for efficient plant 
management. Machine learning has emerged as a 
revolutionary approach for model creation that has the 
potential to determine and optimize biogas production. On 
using the data obtained from the Sewage Treatment 
Plant(STP), Bannari Amman Institute of Technology, 
Sathyamangalam, Erode, the relationship between biogas 
production and its system variables are to be determined 
using a machine learning algorithm. Two algorithms were 
applied, namely Multiple linear regression and Random 
forest algorithm to understand the significance of 
operational parameters influencing the biogas production. 
Results of the Random forest algorithm showed good 
accuracy of 97%. Kitchen food waste and Bathing waste 
were inputs for STP to biogas production. Data visualization 
has been done to infer the effect on the quantity of biogas 
production with varying pH, temperature, and Biological 
Oxygen Demand(BOD) through various graph inferences. 
These two algorithms assist in legitimate objective use and, 
as a result, ensure more environmentally friendly energy 
generation. This research has a lot of significance for biogas 
plant operators to improve their facility's performance by 
introducing machine learning into the analytical process. 
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1. INTRODUCTION  

Anaerobic digestion is a process of breaking down 
biodegradable wastes like food and kitchen wastes with 
the help of microorganisms without oxygen intake. The 
process in return results in the production of biogas and 
bio fertilizers [1]. The sewage water altogether enters the 
equalization tank to equalize the parameters, which is 
then moved to the buffer tank where the pH is adjusted 
and the nutrient for the anaerobes is fed. From buffer tank, 
it enters the up-flow blanket anaerobic reactor tank where 
the anaerobic digestion takes place, the anaerobic 
microbes grow by intake of nutrients supplied and convert 
the sewage into renewable energy i.e., biogas such as 
methane and carbon-di-oxide by performing activated 
sludge process. Here, the process is of four major steps: 

Hydrolysis, acedogenesis, acetogenesis, and 
methanogenesis. In hydrolysis, the larger biomolecules 
like carbohydrates, fats, etc. are converted into smaller 
molecules like fatty acids, hydrogen, and acetate. Further 
on acetogenesis, an acidic environment is being created by 
acidogenic bacteria, where the molecules are converted to 
ammonia, carbon dioxide, and hydrogen. This process is 
followed by acetogenesis, formation of acetate and final 
products including acetic acid, hydrogen and carbon-di-
oxide. In the process of methanogenesis, the carbon-di-
oxide and hydrogen together get converted into methane 
and the acetic acid gets converted to methane and carbon-
di-oxide. After all this process of anaerobic digestion, it 
moves to the aeration tank and clarifier.  

The aeration tank reduces the level of BOD and the 
clarifier separates the sludge and the treated water. And 
further, the sludge moves to multi-grade filtration and UV 
treatment. The gas released is stored in the gas balloon. A 
mixture of gases t is released including methane, hydrogen 
sulfide, and carbon-di-oxide which are then converted into 
electricity [2].  Biogas is a mixture of gases like methane of 
about 55-75%, carbon dioxide of about 25-45%, nitrogen 
of about 0-5%, hydrogen of about 01%, hydrogen sulphide 
of about 0-1%, and oxygen of about 0-2%. This serves as a 
source of sustainable energy preventing the exploitation of 
conventional fuels [3]. This waste can be converted into 
eco-friendly bioenergy which involves the action of 
microorganism’s percent in the environment and the feed 
that is given into the bioreactor that decomposes this 
waste into biogas. The sludge that is left over after the 
treatment can be used as a bio fertilizer for agricultural 
crops [4] due to the high organic content like nitrogen and 
potassium which is indeed a cheap way to a healthier 
ecosystem [5]. The interchanging of the top soils in 
monoculture less fertile soil with STP soil is thought to 
improve soil fertility and facilitate plant nutrient uptake 
[6]. Biogas production is influenced by a variety of factors, 
including operating conditions. pH and temperature are 
the operational conditions. The organic waste content, the 
concentration of substrate digested and hazardous 
chemicals, digestion inhibitors, volatile fatty acids, and 
ammonia are all affected by power shortages [7]. The 
anaerobic digestion is highly affected by the 
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microorganism (mostly methanogens) as it is sensitive to 
the various environmental conditions [8]. Optimization of 
these parameters can be achieved by implementing 
advanced technologies like artificial intelligence. Machine 
learning comes under artificial intelligence that is 
revolutionizing the world with its fantastic knowledge 
capacity. It has wide applications including speech 
recognition, spam detection, medical diagnosis, 
wastewater treatment, resource utilization improvements 
[9], etc. There are lots of algorithms that are developed to 
perform those specific kinds of functions and give us the 
desired output, which includes Linear Regression, Logistic 
Regression, Random Forest, Support Vector Machine, K-
nearest neighbors, Decision Tree, etc. Three main 
categories of machine learning are supervised, 
unsupervised, and reinforcement learning classified based 
on the labeling of data. The tree-based pipeline 
optimization tool was one of the successful automated ML 
systems developed [10]. The biogas generation has been 
predicted previously using Artificial Neural Networks [11], 
data mining algorithms, adaptive neural fuzzy inference 
systems [12,13], Gradient boosting [14] and Genetic 
algorithm [15]. Random forest is a supervised algorithm 
that seems to work better on this large data of this specific 
Sewage Treatment Plant which can handle continuous 
variables (regression) as well as categorical 
variables(classification). This works as a combination of 
decision trees where based on the majority of the vote, the 
output is predicted. If machine learning models are 
integrated into project analytics systems, they can 
considerably simplify the decision-making process [16]. 
Approaching this method of automation and prediction for 
process parameters and outcomes in bioprocess has been 
favoring the industries recently with explicit technology.  

2. METHODOLOGY 

2.1. Data collection  

The data incorporated in the model is obtained from the 
Sewage Treatment Plant setup in Bannari Amman 
Institute of Technology, Sathyamangalam, Erode. We took 
about 3-4 months (June - Sept)of data including 
parameters like total inlet flow, pH, temperature, 
biological oxygen demand, conductivity, mixed liquor 
suspended solids, and biogas units.  

2.2. Data pre-processing  

The curated data is then pre-processed. Here, the missing 
values and null values are checked for and adjusted 
accordingly. Any outliers detected are omitted and the 
necessary details are alone taken into consideration to the 
next level to prevent noise and error in the model.  

 

2.3. Model building and evaluation metrics  

Since the data is continuous, we tried to apply regression-
based algorithms like multiple linear regression as it 
comprises two or more inputs [17]. But the model doesn't 
turn out well in prediction. The other algorithm we 
employed is Random Forest, is an ensemble learning, 
where a group of decision trees works along and based on 
the maximum number of votes, it gives the output.  This 
algorithm is a type of supervised machine learning [18]. 
Deeply developed trees, in particular, tend to over fit the 
training sets, resulting in very little bias and large 
variance. A random forest is an approach of minimizing 
variation by averaging many decision trees that are 
trained on several regions within the same training set.  
This causes an increase in bias and loss in interpretation. 
But it improves the model performance in the end.  

Random forest is similar to decision tree algorithms 
coming together as a whole in their efforts. By using the 
collective intelligence of multiple trees on enhancing the 
performance of a single random tree. Forests provide the 
impact of K-fold cross-validation, though they are not 
identical [19].  

Bagging:  

To train tree learners, the random forest algorithm uses 
the bootstrap aggregation(bagging) technique [20]. By 
repeatedly updating the training set, bagging takes a 
random sample, and then fits the trees to these samples: 
Bagging takes a random sample from a training set A = 
a1..., a with answers B = b1..., bn by continually replacing the 
training set B then fit the trees to these samples: Call these 
Ax, Bx. Take n training instances from A, B, using 
replacement, for x= 1..., X. Train a classification or 
regression tree fx on Ax, Bx. Next to training, summing the 
predictions from all the various regression trees on a' can 
be used to make predictions for unseen samples a':  

                                   

(1)   

A majority vote can be employed in the case of 
classification trees. This method improves the model's 
performance since it minimizes model variance without 
raising bias. While a single tree's predictions are highly 
sensitive to noise in its training set if the trees are not 
correlated, the average of numerous trees' predictions is 
not. Bootstrap sampling de-correlates the trees and 
presents them with various training sets, resulting in 
significantly correlated trees when several trees are 



                  International Research Journal of Engineering and Technology (IRJET)            e-ISSN: 2395-0056 

                  Volume: 09 Issue: 01 | Jan 2022                         www.irjet.net                                        p-ISSN: 2395-0072 

 

© 2022, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 1562 

trained inside a single training set [21]. In addition, the 
standard deviation of the predictions from all of the 
separate regression trees on a' can be used to evaluate 
uncertainty:  

            (2) 

The number of samples or trees is indicated by the letter X 
in equation (3). A hundred to thousand trees are 
commonly utilized, depending on the size and type of 
training set. The mean prediction error on each training 
sample is called cross-validation. ai can be used to find the 
ideal number of trees X by considering trees that did not 
have ai in their bootstrap sample [22]. The training and 
test error decreases after a few trees have been fitted.  

Bagging to the random forest:  

The technique explained here is the original tree bagging 
algorithm. Another type that is used by random forests in 
bagging algorithms is a modification of a tree learning 
algorithm. During the learning process, each candidate is 
given a random subset of features. This technique is 
defined by the term "Feature bagging". Because in a 
conventional bootstrap sample, if one or a few features are 
exceptionally effective predictors of the response variable 
(target output), they will be selected in many of the X 
trees, such that it is correlated. Ho investigates how 
bagging and random subspace projection contribute to the 
accuracy attained in various settings [23]. For a 
classification problem with p features, the square root of p 
(rounded down) features are commonly used in each split. 
For regression problems, the inventors recommend using 
p/3 (rounded down) as the default, with a minimum node 
size of 5. The ideal settings for these characteristics will 
vary depending on the error or issue, it is considered as 
tuning parameters [25,26]. 

This model gave an accuracy of about 97% i.e., a 
regression coefficient of 0.97. This seemed to be effective 
and working well on this data.  

2.4. Data visualization  

These data are visualized through graphical 
representations like scatter plots and line charts. Based on 
the nutrient sources used like cow dung and food wastes, a 
comparison chart has been plotted on the biogas 
production to find out which is capable of higher 
production. The input parameters like total inlet flow, pH, 

temperature, BOD are scatter plotted with the amount of 
biogas produced to effectively optimize the process 
efficiently. 

3. RESULTS AND DISCUSSION 

Obtaining the results from the machine learning model 
that could be used to predict methane production 
numerically, the random forest model showed the best 
performance when applied to the STP data, with an R 
square value of 0.97. The results from the Multiple linear 
regression model showed less performance compared to 
the random forest model. Using the data obtained, we 
were able to find the connection between the operational 
parameters and the amount of biogas produced. 
Temperature control is a critical parameter for the 
development of anaerobes in the digester, this has a strong 
influence over the quantity of biogas production. From 
figure 1 we can see that the biogas produced was 
relatively high during 28° to 29℃ .  Another factor that 
influences the digestion process is the pH of the anaerobic 
digestion process. From figure 2 better yield of biogas was 
observed pH at a range of 4.5to 5.5. Biogas formation 
showed a significant difference between biogas formation 
from wastewater at pH 4.5 to 5.5 producing a higher 
amount of biogas than pH above 6.   The amount of 
biodegradable material in a sample is measured by the 
biological oxygen demand (BOD). It is based on bacteria 
consuming biodegradable material and depleting oxygen. 
Municipal waste usually contains a relatively low 
concentration of BOD. Below figure 3 shows the amount of 
biogas produced concerning the BOD level. From the 
below figure 4, the orange line indicated the amount of 
biogas produced daily when the feed used was food waste 
and the blue line indicates the biogas produced when 
sugar press was used as feed. From this graph, we can 
show the significant difference between the biogas 
production relative to the feed given for microbes. 

Fig -1: Biogas Vs Temperature 
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Fig -2: Biogas Vs pH 

 

Fig -3: Biogas Vs BOD 

 

Fig -4: Comparison graph on the various inputs given as 
feed 

4. CONCLUSIONS 

An attempt has been made to predict the biogas 
production from STP plants digitally using advanced 
technologies like machine learning with production 
environmental variables as input parameters, the results 
showed good accuracy of 97 percent using the Random 
Forest algorithm. Randomly few data were collected and 
fed as an input to the developed model, with very little 
variance the model was able to predict the desired output. 
The graphical representation of the parameters like pH, 
Biological oxygen demand(BOD), and temperature 
affecting the biogas yield was extrapolated. It was found 
that at the temperature of 28°-29℃  and a pH of about 4.5-
5.5 the production of biogas was at maximum level. Also, 

the various feed sources like cow dung, food, and kitchen 
wastes were compared and the latter seems to be 
effective. This helps in the optimization of the bioprocess 
thus making it efficient. The biogas produced can be 
utilized for a variety of purposes, including cooking, 
lighting, heating, cooking and as a biofuel that can be 
pumped into the city's gas network [26]. Artificial 
intelligence is used to create prediction models between 
functional parameters and target outputs in order to 
discover the best combination of parameters [27]. The 
enhancement of biogas in terms of quantity and quality at 
every cycle of a biogas production process saves energy 
and efficiency at a wastewater treatment facility's current 
generation unit and sludge drying plant [28]. 
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