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Abstract — Air canvas helps to draw on a screen just 
by waving your finger fitted with a colourful point or a 
simple coloured cap. The paper uses the computer 
vision techniques of OpenCV to study the system. The 
paper is written based on a system in python due to its 
exhaustive libraries and simple syntax but after 
understanding the basics it can be implemented in any 
OpenCV-supported language. 

Index terms: Open Computer Vision, object tracking, 
masking, hand gesture, optical character 
reorganization 

I. INTRODUCTION  

This paper presents a Object tracking is a field of  
Computer  Vision which has been brought into being by 
the availability of faster computers,  cheaper and better 
cameras and demands for automated video analysis.[1] 
The video analysis procedure has three main steps:  
detecting the object, tracking its movement from frame to 
frame and analysis of the behaviour of that object.  There 
can be 4 things that can cause a problem when object 
tracking is taken into consideration:  selection of a 
suitable object,  feature selection, object detection and 
object tracking.  Object tracking algorithms are one of the 
most important parts of applications like automatic 
surveillance, video indexing vehicle navigation etc. 
Human-computer interaction can be performed with 
object tracking. With the expanding boom of augmented 
reality, such interaction seems of the top priority. The 
alternatives for human-computer interactions come 
down to two ways: images based and glove based. The 
first approach needs a dataset of images to recognize 
hand movements while with glove based approach we 
special sensors as hardware. The glove-based 
applications can be very useful for specially-abled 
individuals.[5]  

In this paper, instantaneous, real-time pointing gesture 
tracking and recognition using a video input algorithm 
are discussed. The focus was on first, detecting the 
coloured tip of a finger in the video feed and then 
applying optical character reorganization(OCR) to 

recognize the intended text. The rest of the paper is divided 
into six sections. Section 2-4 discusses the other uses of the 
concept of human-computer interaction, and the suggested 
method and discusses the results. Section 5 concludes our 
findings and suggests betterment in the current 
approach.[7]  

II. LITERATURE REVIEW  

When looking deeper into finger tracing one can observe 
that this can be approached in many different ways. One 
group of researchers used kinetic sensors to detect the hand 
shape in some systems. Although hand gestures were still a 
very challenging problem, the kinetic sensor helped with 
depth modelling, and noise elimination among many other 
advantages.  The resolution of this  Kinect sensor in one of 
the systems studied was  640×480 which works well to 
track a  large object like a human body but tracking merely a  
finger is difficult.[3, 21]  

Another set of researchers implemented finer tracing into 
hardware which they called smart glasses. These helped the 
user to experience egocentric interaction with a set of 
simple, modified glasses. The hand gesture is fed into the 
data system and measures are taken to allow the system to 
work in the background with multiple colours which might 
disrupt object tracking.[1, 5] 

III. METHODOLOGY  

In this section, the suggested method to go about gesture-
to-text conversion model.  

When the user traces a pattern the finger with which the 
patternis created, is traced and a trajectory is created. The 
layers to the process is explained in Figure 1. Basically when 
a finger is detected the system starts reading the frames and 
converts the captured frames to HSV color space. This 
conversion is essential because this helps us foe better 
colour detection.  

Once this is done the canvas frame is prepared and the 
respective ink buttons are put on it. This is followed by 
adjusting the track bar values for finding the mask of the 
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coloured marker. Preprocessing of the mask is done next, 
with morphological operations; namely erosion and 
dilation. Detecting the contours, finding the centre 
coordinates of the largest contour and storing them in the 
array for successive frames follows preprocessing. 
Finally, the points stored in an array are drawn on the 
frames and canvas. 

 

Figure  1:  Workflow  of  the  system  

If we want to dive deeper into the working of such a 
system, we have to understand the concept of OpenCV.  

OpenCV is a large open-source of computer vision, 
machine learning, and image processing. OpenCV 
supports various editing languages such as Python, C ++, 
Java, etc.  

It can process photos and videos to see objects, faces, or 
even handwriting.  

When combined with a variety of libraries, such as 
Numpy which is a well-designed library of numerical 
uses, the number of weapons grows in your Arsenal that 
is, any work one can do at Numpy can be integrated with 
OpenCV.  

If we were to dive deeper into computer vision, almost all 
computer vision algorithms use neural networks, a 
powerful machine learning algorithm. A neural network 
is composed of neurons, also known as units. Figure 2 
shows the structure of a neural network. 

 

Figure 2: General structure of a neural network 

The idea is as follows: You have input neurons which make 
up the input layer. Each input neuron performs an operation 
on the value it received, and sends it each neuron in the next 
layer. Each of the neurons in the next layer connects to each 
neuron in the layer after that, and so on until you get to the 
output layer. Once you hit the output layer, you have 
successfully evaluated the neural network. This algorithm 
forwards propagation. One thing to note is that each layer 
has an added bias neuron, which always outputs +1.  

The sigmoid(because if you graph it, it looks like an S) 
function is used in neural networks. The equation for the 
same is given as Equation 1. 

                  )                    (1)                                    

where  

g(z) = sigmoid function  

e = euler’s constant  

Graphically we can represent this as shown in Figure 3. 

 

Figure 3: The elongated 'S'-like curve of the sigmoid 
function 
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Each connection between neurons has a value associated 
with it, known as a weight. If you think about it, you may 
realize that we can actually store the weights for each 
layer l in a separate matrix, Theta_l.  

Now that we’re using matrices, let’s also have our X as a 
column vector. These can be multiplied. 

                                                                          (2)   

For each layer l, evaluate the Equation 2 until the last 
layer is reached.  

One important thing is that a_l must be a column vector 
with elements equal to the number of neurons in that 
layer.  

That means, that if we have K classes among which we 
can classify something, we will have a K-dimensional 
column vector as our output vector. This vector contains 
the probability of each class. We usually store this output 
vector as h(x), or the hypothesis. The next thing that we 
should be aware of is Erosion and Dilation of images. 
Morphological works are a set of tasks that process 
images based on conditions. They apply a structural 
element to an input image and produce an output image. 

The most basic morphological functions are two: Erosion 
and Ascension. Basic erosion is used to reduce image 
features. It removes the restrictions of the previous item. 
Erosion Performance checks some features which as can 
be defined as: The kernel (matrix of odd size (3,5,7) is 
integrated with the image. The pixel in the first image 
(either 1 or 0) will be considered as 1 only if all pixels 
below 1 kernel, otherwise, are eroded (made to zero). So 
all pixels near the border will be discarded depending on 
the size of the kernel and the thickness or size of the front 
element decreases or the white region decreases in the 
image. 

The basis for expansion is that it increases the object area 
and is used to emphasize the features.  

The kernel (matrix of odd size (3,5,7) is integrated with 
the image. 

The pixel fraction in the first image is ‘1’ if at least one 
pixel below the kernel is ‘1’. 

 

 

Figure 4: Flowchart of working of air canvas 

Dilation effect increases the white area in the image or the 
size of the front object increases. The colour marker is 
tracked and a mask window is made. Mask is responsible 
for the processes, of erosion and dilution.   

Erosion reduces disturbances in the mask whereas dilation 
is responsible for restoring any main tracked part removed. 

Figure 4 shows how all this is executed sequentially. 
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IV. RESULTS AND DISCUSSIONS  

Virtual reality applications are our primary means of 
interacting with the environment. Although inverse 
kinematics (IK) tag-based motion sensing works for body 
tracking, it is less reliable for fingers, which are often 
occluded by cameras.  

Many computer vision and virtual reality applications 
circumvent this problem by using an additional system 
(e.g., inertial trackers). Here we investigated an 
alternative solution that tracks hands and fingers only 
using a motion sensing system based on cameras and 
active tags with machine learning techniques. Our finger 
animation is performed by a predictive model based on 
neural networks, which is trained on a set of motion data 
obtained from several subjects with a complementary 
sensing system (inertial). The system is as effective as the 
traditional IK algorithm, providing natural pose 
reconstruction and resolving occlusions 

The system that we have studied will give us a basic 
output of the application of OpenCV. The existing system 
only works with your fingers, with no highlighters, 
paints, or relatives. Identifying and interpreting a finger-
like object from an RGB image without a deep sense 
sensor is a major challenge. The system uses a single RGB 
camera to record up. Since sensor depth is not possible, 
the movement of the pen up and down cannot be tracked. 
Therefore, the whole fingerprint trace is traceable, and 
the resulting image can be realistic and can be seen by 
the model.  

V. CONCLUSION 

Air Canvas is a program that helps you write anywhere 
just with the help of a coloured marker which is tracked 
by a camera. It aims to challenge traditional writing 
methods. Rather than carrying a notepad or your 
mobiles, air canvas provides a very convenient 
alternative.  It will also help the specially-abled part of 
our society access technology easily. Not just them but 
even people who find difficulty dealing with technology 
will be able to use air canvas effortlessly.  Drawing in the 
air can be converted from a science fiction concept to a 
real-life application. The proposed method includes two 
main tasks: tracking the coloured fingertip in the video 
frames and using English OCR on rendered images for 
recognition of written characters. Additionally, the 
proposed method provides a natural human-system 
interaction that does not require a keyboard, pen, glove, 
or other character device input. It only requires a mobile 
camera and the color red reorganization of the fingertip. 

However, it has one serious problem: it is colour sensitive in 
that there is any coloured object in the background before 
starting and during the analysis can lead to false results. 
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