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Abstract - Artificial intelligence is now a critical component of 
a wide range of enterprises. Especially during a pandemic, 
when cinemas are closed and people working from home have 
to entertain themselves by viewing movies and listening to 
music, these people are turning to OTT platforms.  On-demand 
streaming services provide nearly limitless content, and the 
introduction of JIO fibre, which provides high-speed data at 
low prices, as well as products like Amazon Fire Stick and 
Google Chrome-cast, which have transformed traditional 
television into a smart television, has fundamentally changed 
the landscape. These OTT services are a library of related 
content with unlimited debate subjects. One of the most 
important areas that have to be improved is personalization 
because it allows each member to have a unique perspective of 
material that adapts to their interests and can help them 
broaden their interests over time. Each experience is tailored 
in a variety of ways, including the films recommended and 
ranked, the way movies are structured into rows and pages, 
and even the artwork presented. To achieve this level of deep 
customisation, we must mix various computational 
approaches to satisfy the needs of each member. 
Personalization begins on the site and continues throughout 
the product and beyond, including selecting what messages to 
send consumers to keep them informed and engaged. Users 
should spend less time looking for material to watch and more 
time watching stuff that will provide actual value to their lives. 
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1. INTRODUCTION  

The Recommendation System assists clients in finding the 
matters they preference from a big variety of options. These 
fashions have turned out to be extraordinarily famous in that 
they're being utilized in movies, books, television, 
restaurants, meals etc. A massive variety of groups are 
making the most of the advice gadget in enhancing 
purchaser pride and enhancing purchaser repeat rate. Many 
businesses, such as Netflix, Amazon, ZEE-5, and others, use 
recommendation algorithms to better serve their customers 
and increase profits. Still, it's an interesting research issue 
because determining what the user wants from the available 
resources is difficult, especially when our preferences 
change over time.  

Nowadays what we purchase online is the recommendation.  
For example, if we want to buy a book, listen to music or 
watch a movie, there is a recommendation system in the 

background that makes recommendations based on the 
previous behaviour of the user.  Many platforms like Netflix, 
Hotstar, ZEE5, which suggest movies, Amazon which suggest 
products, Spotify, Gaana, Hungama Music, which suggest 
music, Grammarly that suggests words and corrects 
grammar, LinkedIn that is used for recommending jobs or 
any social networking sites which suggest users, all these 
work on the recommendation system. Users may simply find 
out what they want based on their preferences by using 
these recommendation engines. The suggested system can 
store a huge quantity of data and produce accurate results. 
Our recommendation engine searches for the finest movies 
based on the genre that is comparable to the one we just 
viewed and returns the results. 

2. Application and Scope 

1. The proposed system will recommend movies based on 
ratings and genres given by the user itself. Content-based 
filtering is the term for this type of filtering. 

2. The proposed system is capable of storing a large amount 
of data and giving efficient results. Our proposed 
recommendation system works with Bollywood and 
Hollywood movies for now.  

3. Previous research lacks the accuracy of true 
recommendations due to their dependency on other users. It 
is vital to note that suggestions can be based on a specific 
person, and they guarantee to deliver accurate 
recommendations because they are based on the likes and 
dislikes of that user. 

3. Basic Concepts 

Proposals are based on ratings and genres, so it is difficult to 
provide reliable results. Collaborative filtering is the 
terminology. This is a common approach in recommender 
systems. To make it easier for users to overcome this 
shortcoming, content-based filtering mechanisms need to be 
implemented. The user's rating and genre are used. 
Recommendations are depending on the movie the user has 
watched before. This helps you make accurate suggestions, 
as ratings and genres are provided only by the user and are 
based solely on the user's preferences, not the preferences of 
others. Due to the inaccuracy of previous studies, no actual 
suggestions can be made. With content-based filtering, 
similarity can be calculated in three ways:  
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1. Cosine similarity  

2. Euclidean Distance  

3. Pearson's Correlation  

 Cosine similarity is better than both Euclidean distance and 
Pearson's correlation because two quantities represent 
different physical quantities. The Pearson correlation 
coefficient computes the correlation between two jointly 
distributed random samples, whereas the cosine similarity 
computes the similarity between two samples. The resultant 
angle determines the level of similarity and is inversely 
proportional (smaller angle higher similarity). 

3.1 Collaborative Filtering 

[2] In collaborative filtering, items based on the similarity 
between previously chosen items are recommended.  

[3]. It works by collecting data from users in the form of 
ratings in a specific field, then determining their similarity to 
recommend an outcome [2]. 

 3.1.1 Advantages: 

1. Dependent on the ratings, thus making it content-
independent.  

2. It can suggest fortuitously recommendations based on 
the similarity of users.  

3. It also considers the experience to create real-life 
assessment. 

3.1.2 Disadvantages:   

1. If the initial ratings are contradictory to the later ones 
then ambiguity arises.  

2. Variations in review cases are difficult to the group in 
agree or disagree nature.  

3. Difficult in tackling sparsity situations. 

3.2 Content Based Filtering 

[2] A  content-based  review  program  tries  to  guess  the 
features  or  character  of  a  user  who  has  been  given  the 
features  of  an  item,  and  responds  positively  to  it. The 
matching metrics were generated from the item's material 
vectors and the user's preference vectors from his previous 
records at the time of suggestion. 

3.2.1 Advantages: 

1. [12] It does not require other users’ data for 
recommendation for the given user. 

2. The model can recognise a user's unique preferences and 
make recommendations for niche things that only a few 
other people are interested in. 

3.2.2 Disadvantages: 

1. [12] Only depending on the user's current interests does 
the model make recommendations. To put it another way, 
the model's ability to capitalize on other customers' existing 
passions is limited. 

2. Because it doesn't consider what others think of the item, 
it's possible that low-quality item recommendations will 
result. 

4.  Recommendation techniques: 

4.1.     KNN clustering:  

KNN is a simple algorithm that uses the target function's 
local minimum to learn an unknown function with the 
appropriate precision and accuracy. The programme also 
determines the location of an unknown input, as well as its 
range and distance from it. It is based on the concept of 
"knowledge acquisition," in which the algorithm identifies 
the optimum way for predicting an unknown number. 

 



                    International Research Journal of Engineering and Technology (IRJET)                 e-ISSN: 2395-0056 

                    Volume: 09 Issue: 02 | Feb 2022                         www.irjet.net                                            p-ISSN: 2395-0072 

 

© 2022, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 752 

 

FIGURE -1: KNN CLUSTERING 

4.2.     Cosine Similarity: 

Cosine distance is measured by taking cosine of the angle 
between them. It compares two documents on a normalized 
scale, by finding the dot product between them. If the angle 
between the two vectors is small, they are about the same, 
and if the angle between the two vectors is large, the vectors 
are very different. 

Documents can be categorized based on thousands of 
attributes. Each attribute records the frequency of a single 
word (such as a keyword) or phrase in the text. As a result, 
each document is an object represented by a term frequency 
vector. 

A metric is a unit of measurement that represents the 
distance between two items, or their separation. You can use 
another function called a similarity measure or similarity 
factor to estimate proximity in terms of similarity. [8]. 

 

FIGURE -2: COSINE SIMILARITY 

[9]We’ll start with the set Rn and two vectors x,y∈Rn. The 
dot product x ⋅ y is an operation on the vectors that returns a 
single number. 

It is the equation x⋅y=Σi=1nxiyi. 

The norm of a vector x is ∥x∥=Σi=1nxi2: 

The cosine similarity is defined by the equation 
CS=x⋅y∥x∥∥y∥ 

4.3. Advantage of Cosine Similarity over KNN: 

1. KNN is also known as “Lazy Learner” and it is effective on 
a small dataset. This point itself is convincing to look for 
different alternatives to this approach. 

2. Cosine Similarity is sensitive to accuracy but is 
computationally efficient. 

3. KNN is more computationally memory consuming. 

5.  Proposed System: 

In the proposed system, we will be developing a content 
based recommendation system using cosine similarity 
algorithms. The model training data will be taken from 
TMDB 5000 movies with different files for genres, casts, 
writers, etc. 

 

FIGURE -3 BLOCK DIAGRAM 

1. First, we will check if the name entered by the user is a 
valid movie or not. For the model building process, the data 
will be pre-processed by cleaning all data entries and 
checking for missing values and removing duplicate values 
as well. During data cleaning we will remove stopwords 
(stopwords are those words which occur frequently in a 
sentence, for example articles) from the movie descriptions 
to provide relevant importance to similar words. This will 
help the system to identify similar descriptions easily. 

2. The Dataset is in the form of comma separated files (csv) 
and there are different files for different attributes that the 
model will function on. The attributes are language of the 
movie, the cast, directors, writers and the genre of the movie. 
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After pre-processing all files will be vectorized by using 
TFIDF (Term Frequency-Inverse Document Frequency). 
Vectorization is a methodology to map words or phrases to 
corresponding vectors of real numbers. 

3. After all pre-processing, all these attributes are combined 
in one dataset. Cosine similarity will be applied on this 
dataset to generate the similarity coefficient. Any movie title 
that the user will type based on the similarity coefficient we 
will get our recommended movie results. 

6. CONCLUSION: 

This paper discusses the various sorts of recommendation 
systems utilized in the industry. Its various use cases, 
benefits, and drawbacks are also discussed. A hybrid 
combination of several recommendation systems is 
necessary to develop a competent recommender system. It 
can be inferred that by employing a combination of 
similarity measures rather than a single similarity measure, 
a better user similarity can be achieved, and the system's 
efficiency is improved. One of the facts is that author-created 
similarity measures such as Cosine similarity have only been 
employed in movie recommendations up until now. In terms 
of efficiency parameters, the author also showed that one 
similarity metric outperforms the other. Any recommender 
system's accuracy can be questioned. Any recommender 
system's accuracy can be improved by including more movie 
features. 
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