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Abstract – The Educational institutions and universities 
were getting bulk amount of data in the form of queries 
send by students regarding their academics and educational 
issues. Because of this huge data it is difficult for the 
universities to classify, sort and resolve which takes much 
amount of time. This Project algorithm which works for 
classifying the data into their respective departments using 
Machine Learning Algorithm in the way assigning Keywords 
for the data then sorting them into the category. So, the 
students get resolved their queries in short span of time by 
classifying their quires directly to their respective 
Departments. 

Key Words: Classification, Text Processing, Machine 
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1.INTRODUCTION 

The data received from students to the universities in 
daily bias in the bulk form which makes the universities 
difficult to sort out the queries according the departments, 
taking huge amount of time and complexity in classifying 
the data. 

The data in the fields of students queries in every 
department as the fee issues, transportation, library and 
many more in this form. This type of data is much complex 
to find out and resolve in a period of time. The students 
facing problems as well as the time period of resolving 
their queries is delay too. So, by this project where it is 
designed to classify the data into the departments by 
giving the data keywords and making into the sub groups 
which the algorithm differentiates the data into types of 
departments that makes them easier to sort them out. The 
query raised by the students is stored in a database where 
it is received from a website, having the terms as student 
name, class, reg no, department, mail, category, and the 
complaint data, priority. 

The data given by the student is then received by the 
category department with the priority and the students 
receives the notification of his/her status of the query. The 
department gets informed regarding the query, time 
posted, priority which makes the department easier to 
resolve the query. After the query resolved the status of 
the query is seen by the student whether it is solved, in 
progress, hold, etc. 

The TF-IDF (term frequency-inverse document frequency) 
classification algorithm is used to classify the data into the 
category using the label number and names given in form 
of vectors which are converted from the data form by the 
algorithm. This makes the task easier and faster in finding 
the query related to the category that makes the students 
issues resolve in time and making the task simple for the 
management. 

1.1 Objective 

The main objective is to make the task easy and in short 
span time and in the way helping both the students and 
management as 

 Students get their queries resolved in short time 
and, 

 Managements find it easy to classify the data and 
resolving them.  

 Using the Machine learning and cutting-edge 
technologies in daily life situations and making 
them easier and faster. 

2 Problem Statement 

In every educational institution, there will be Many 
queries for students regarding the technical or 
administration and other categories. So, to clear the 
student query in a quick and easy manner this algorithm 
helps the institution to classify the student posted queries 
to respective departments. 

The time delay in resolving the problems is no more and 
the process is in a lucid way. No more confusions and 
complex situations as clashing the queries and not able to 
find one in a bulk file. 

3. Algorithm 

Input: 

D: grumblings information (comprises of the relative 
multitude of grievances) 

Yield: 

Weight Matrix (which comprises of the multitude of loads 
of terms are 
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called vectors) 

Method: 

1-for every grumbling archive (ci) do 

2-for each term (tj) in ci do 

3-TF-IDF score for term tj 

in record 

ci = TF (ci 

, tj) * IDF (tj) 

Where, IDF = Inverse Document Frequency 

TF = Term Frequency 

TF (ci 

, tj) = (Term tj recurrence in record ci) 

-------------- 

(Complete words in archive ci) 

IDF (ci) = log2 ((Total Documents)/ (records 

With term tj)) 

4-End for of term 

5-End for of objection record 

6-The vectors are put away in an exhibit for preparing and 
testing 

purposes, during arrangement. 

 

Chart -1: Flow Chart 

4. Project Description 

The complaints are in text format; in order to classify them 
using a classification method, the text must be translated 
into vectors.to be able to foresee the class We use TF-IDF 
to accomplish this.TF-IDF is a method for converting text 
to vectors. The inverse document frequency is used to find 
the frequency of a document. Determine which terms are 
the most relevant to a particular issue. It's a unique 
situation. Statistics are used to determine how relevant a 
term or word is. refers to a document in a corpus or a 
collection of documents. The TF-IDF of a word in a 
document is determined using two indices IDF (inverse 
term frequency) and TF (term frequency) The term 
frequency (TF) is calculated by counting the number of 
times a word appears in a document and adjusting the 
frequency for the document's length or number of words. 
IDF (inverse document frequency) of a word or phrase the 
term denotes how uncommon or uncommon a word is 
throughout the entire dictionary. A corpus is a group of 
documents. This can be computed by dividing the number 
of papers by the total number of documents. The word 
occurred in a significant number of documents. If a word 
or term appears in a large number of places in the 
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manuscript, it's a good sign. If it's highly common, it's 
scaled to '0,' else it's scaled to '1.' We can get the result by 
multiplying the two terms together. 

The TD-IDF score the greater the score, the more relevant 
it is. After translating the text, we use techniques such as 
Random Forest Classifier, Linear SVC, Multinomial NB, and 
Logistic Regression to classify it. Regression The 
"complaints.csv" data collection will contain the Token 
No., Date, Year, Student-ID, Email Id, and other attributes 
Category of Complaints Cat, Issue Resolver, Counselor 
Name, Issue Date, and Issue, Number of Days to Resolve 
Status: Completed, Status: Completed, Status: Completed, 
Status: Completed, Status: Completed, Using the 
"complaints.csv" file dataset, we'll create a new Data 
Frame with the following elements: 

(Categories includes health issues, the examination part, 
and so on detention, etc.) and the Grievance Category, 
which includes a comprehensive grievance Now we'll get 
rid of the duplicates in the database.  

 

Fig -01: The accuracy and deviation shown as output 

Assign a unique Id to the newly formed Data Frame, let's 
call it "df1." making a temporary for each category in other 
works a dictionary for future use. We can now see which 
section or department is receiving the most complaints 
from students. Now we'll put the theory into practice. 
TFID-Vectorizer, which converts each complaint into a 
vector. We'll store the vectors in an array, and we'll use 
them later. can find out how many Unigrams and Bigrams 
there are. Following that, we will create a map. the 
Unigrams and Bigrams with the most connected 

Remove the stop words from each complaint. The division 
of Data for Training and Testing will be collected in the 
same way as 'X' is collected. Having all of the Grievance 
Categories, as well as 'y', which is made up of We need to 

forecast the labels of the target labels. Everything is 
completed at this point. will be sorted out by data training 
and assessment Now we use a variety of machine learning 
classification methods to forecast the outcome of the 
complaints. The other is now. Maintaining the database for 
sending the messages is an element of the project. 
Regarding the complaints, bidirectional notification is 
required. As a result, When the categorization procedure 
is finished, the anticipated results are displayed. We'll take 
the output and make a prediction based on it. cause a 
notification to be sent to that department's employee who 
will be responsible for resolving the issue Finally, once the 
complaint has been resolved, resolved, and the issue has 
been posted on the website The issue raiser will be 
notified, and work will begin. will be performed quickly 
and without wasting time, and when compared to other 
complaint classifiers, it will be the best. interaction 
between two people on a one-to-one basis. 

 

Fig -02: The output shows the sorting of data as of 
category_id 

 5. Result 

As the queries received from the students, they were 
analyzed and classified to the departments mentioned 
according to the query which were converted to vectors to 
identify the category then were classified and shown as in 
the figure below the departments were shown. 
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Fig -03: The Queries Classified into Respective 
Departments 

6. Conclusion 

 The student query classification system using Linear SVC 
with the combination of TF-IDF (Term Frequency-Inverse 
Document Frequency) as results in giving the classification 
of data in the database according to the category which 
were divided by the use of vector notation assigned for the 
data that makes sorting the data easier. The interface 
jupyter notebook is used to read and take the data and 
giving the output in the forms of tables and graphs for the 
respective queries. Using machine learning we make the 
query collection and classification simple and this is 
widely used technology now-a-days. This model results in 
accuracy of 89% and efficient in working the data in the 
bulk form. This helps in reducing the time factor and for 
the benefit of students and organizations both.\ 

 

Fig -1: Accuracy Graph 
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