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Abstract - Cyber Abuse is the use of online systems and 
virtual devices to inflict harm of either psychological, 
emotional, sexual, racist, sexist or any negative adjective in 
nature. Sentiment Analysis is the interpretation and 
classification of text data by their polarity that is positive, 
negative, or neutral. This is done with the help of various 
analysis techniques and the usage of each technique differs 
from author to author. Sentiment Analysis is being used by 
major companies in the world so that they can identify what 
kind of emotions are being passed around the market by the 
people and thus, use these emotions and make changes to 
the company's systems in order to grow as a whole. 
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1. INTRODUCTION 

Internet being responsible for 80% communication in the 
world, it clearly has its own disadvantages. According to 
statistics presented by “Global social media statistics 
research summary 2022”, 58.4% of the world's 
population uses social media. The average daily usage is 2 
hours and 27 minutes (January 2022). It has become a 
part of life which also has an impact on mental health. The 
harm inflicted maybe physiological or emotional. 

Efforts has been made by several organizations and 
government as well as by the companies owning the social 
media platforms to act upon its negative effects. 
Improvements are introduced but to recognize a person’s 
intention behind a certain comment and the way it 
portrays is an arduous job. Finding a way to stop these 
abusive attacks and making a person think about the 
reception of the comment before they post it is idea 
behind this research. 

1.1 LITERATURE REVIEW 

The paper [6] by W. N. Hamiza Wan Ali, M. Mohd and F. 
Fauzi, basically provides an overview of the cyber bullying 
occuring in the social networks. It identifies the data 
source as text messages, instant messages, social media 
and online games. It compares the features used for 
detection such as bag-of-words and clears the latest and 
better version used. All the commonly used classification 
algorithms were summarized by considering individual 

social media platforms. It identifies the following 
challenges faced while Cyber Bullying detection: Language 
Challenge 

Dataset Challenge 

Data Representation Challenge 

Zinnar Ghasem1, Ingo Frommholz1 and Carsten Maple2 talk 
about the urge to prevent and take strict action against 
cyber-crimes as they have drastically increased with the 
development in technology. The proposed framework [8] 
here is referred to as ACTS that stands for Anti 
Cyberstalking Text- based System. It utilizes text mining, 
statistical analysis, text categorization, and the use of 
machine learning algorithms to combat cyber bullying. 
The use of an attacker identification module determines 
the status of the attacker and his/her comments 
containing foul language or bad words. 

[17] The paper proposed by B. Haidar, M. Chamoun, and A. 
Serhrouchni has provided a multilingual cyberbullying 
detection approach for detecting cyberbullying in 
messages, tweets and newspaper review for two Indian 
languages. Results of the experiments shows that Logistics 
Regression outperforms all other algorithms on these 
datasets. Also, generating synthesized data could help 
improve performance of the system. Results of our study 
show that our systems perform well across two languages 
and different domains and hence, it can be used to detect 
cyberbullying for other Indian languages as well. 

2. METHODOLOGY 

The research started with a basic machine learning 
approach. Choosing data, exploration, cleaning/pre-
processing, applying the known algorithms and comparing 
the results. Later it extended to exploring deep learning 
mode to improve the accuracy. We examined various 
techniques on our dataset and chose the one for basic 
implementation on web interface. 

2.1 DATA DESCRIPTION AND PRE-PROCESSING 

The dataset contains over 32k tweets which is then split 
into train and test datasets. Twitter data is complicated to 
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work with as it contains various symbols like at the rates 
and hashtags along with emoticons, slangs and more. Pre-
processing is an essential part of the process to clean the 
data before using it. The pre-processing methods used are 
stated as follows: 

• Html Parser  

• Remove pattern  

• Apostrophe removal  

• Short word removal  

• Emoticon Removal  

• Removing brackets, hashtags and at the rates  

• Tokenization  

• Stemming 

The image below clarifies the changes and improvements 
made by process of cleaning the data. 

 

Fig -1: Cleaned Tweets 

The train test split is standard 70-30. After cleaning the 
tweets, next we move on to some visualizations to analyse 
the data trends. 

2.2. FEATURE EXTRACTION  

Vectorization of the tweets was carried out by count 
vectorizer followed by TF-IDF vectorizer. It recognizes the 
importance of the word in the document. Formula is given 
as TF_IDF = TF * IDF Where TF=Number of times word 
appeared in text/ number of words in text, and IDF=log 
(Number of documents/ Number of documents with word 
in it)  

2.3. MACHINE LEARNING TECHNIQUE  

Machine learning is a technique to use computer 
algorithms which improve over a period of time using the 
data. There are various pre-defined algorithms developed 
using the required mathematical calculations. We have 
chosen 9 famous machine learning techniques to apply on 
our data. They are as follows: 1. Random Forest Classifier 2. 
Multinominal NB 3. Linear SVC 4. Logistic Regression 5. 
SGD Classifier 6. Bagging Classifier 7. Decision Tree 
Classifier 8. Ada Boost Classifier 9. KNN Code has a pipeline 

of all these algorithms. Data is passed through it and 
trained. 

2.4. DEEP LEARNING TECHNIQUES  

Deep learning is a subset of machine learning which 
teaches the computer what comes to human naturally. 
Understanding instincts and major characteristics is a core 
part of deep learning. Long Short-Term Memory (LSTM) is 
an improvement over recurrent neural network used for 
sequence prediction. LSTMs make small modifications to 
the information by multiplications and additions. With 
LSTMs, the information flows through a mechanism known 
as cell states. This way, LSTMs can selectively remember or 
forget things. 

3. RESULTS 

 

         Fig - 2: Results 

Machine Learning and deep learning give very different 
results as deep learning works closely on data and uses 
complicated algorithms and trends. The results for ML 
algorithms are given as follows. Figure 2. ML Results As 
shown, our model works best with SGD classifier, that is, 
Stochastic Gradient Descent. is a simple yet very efficient 
approach to fitting linear classifiers and regressors under 
convex loss functions such as (linear) Support Vector 
Machines and Logistic Regression. Accuracy and F1 score 
is 94.6% and 72.9% respectively. LSTM gives accuracy of 
99.5% and F1 score of 74.8%. 

4. CONCLUSIONS 

Tackling the most important problem with today’s social 
media is unavoidable. Keep experimenting and applying 
the measures is the key part. This paper focuses on trying 
out methods and choosing the best. ML is effective but not 
enough to implement. False predictions are covered well 
with LSTM. The main motive of this research is to cut off 
the abuse at the start instead of removing it after. Making 
the user think before they post and not let 
miscommunication create chaos. Implementing a suitable 
model at user end to stop them form coming out offensive 
is the aim for future. 

The authors can acknowledge any person/authorities in 
this section. This is not mandatory. 
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