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Abstract - Recommender system focuses on recommending 
appropriate packages to users based on their preferences and 
tastes by analyzing different reviews alongside the given 
ratings. However, users do not rate enough packages to make 
the collaborating filtering algorithm, leading to a cold start 
problem. The following solutions are included in this project to 
overcome the said problems: 1. the project combines Content-
Based filtering along with the above algorithm to solve cold-
start user problems and get higher accuracy and better 
precision. 2. Factors like hotels, destination, cost, and 
preferences are considered as a piece of additional 
information for a more personalised recommendation. 3. This 
model is also integrated with Aspect Based Sentiment Analysis 
to give better and more accurate results. Multiple tests were 
conducted on several datasets like TripAdvisor, and the results 
revealed that the proposed hybrid framework is competitive 
and superior to conventional approaches. The project also 
includes various elements such as a Semi-supervised Clustering 
algorithm which classifies the facets of the given vocabulary 
into nine pre-defined groups known as tour aspects. The 
ratings and reviews are stored in our database, which helps 
and enhances the desired solutions. Hence, the hybrid 
approach increases the efficiency of the results. 
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1. INTRODUCTION 

The recent boom in the Internet and the broad scope of E-
commerce has led to the flow of tremendous information. 
There is a massive demand for creating very sophisticated 
and superior systems that can process this massive surge of 
data. Furthermore, it should aid the users to make choices by 
proposing products, services, items, etc. that are similar to 
their respective preferences. Recommendation systems are a 
promising alternative to deal with these demands and issues. 

The primary methods included to develop this model are CF 
and CB. CB [1] will suggest articles to the users which was 
preferred by them earlier, and CF [2], will advise things that 
other individual, identical in tastes, liked before [3]. 
Individually, each method has its own drawbacks, which 
include: 

 Limited content analysis: Not sufficient content for 
the algorithm to give the desired results 

 New item problem: Not enough interactions with 
the users. 

 New user problem: The newer users cannot be 
recommended items since the model isn’t aware of 
the user’s tastes. 

 Cold start problem, etc. 

A hybrid recommender system will be implemented where 
the CB and CF methods will be integrated to anticipate better 
predictions and get better of the impediments of each 
approach. This research proposes a hybrid system based on 
users' information, ratings, and written reviews. This mainly 
combines collaborative filtering (CF) and content-based (CB) 
into the recommendation system. Here, we alternate the 
hybrid direction, where the model will be enhanced by 
incorporating aspect-based sentiment analysis. This results 
in the cold start problem being eliminated, which in turn 
would give high-performance recommendation results. The 
details of each tour will be stored in an SQL database, which 
contains general tour information, its assessment and 
ratings, and an item-based CF technique to predict the 
unrated features of tours. The lexicon-based approach 
determines the sentiment orientation towards tour features, 
and semi-supervised clustering builds the vocabulary of tour 
aspects. For tour searching, we use context-based 
information to give a more accurate recommendation. 

Our project includes several contributions and 
improvements: 

 A hybrid method to build a better and more efficient 
model that makes exchange between coverage and 
accuracy. 

 A proposition that resolves the cold start problem. 

 Better efficiency and precision are due to the 
integration of the two different algorithms. 

The remaining paper contains the following sections: The 
next section defines the problem statement. Literature 
review work is represented in the third section. The fourth 
section represents our model along with the algorithms. The 
fifth section reveals the end results of our model. The paper 
concludes in Section 7 with the possible future of this work. 
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2. PROBLEM DEFINITION 

For the given,  

Set U = {u1, u2,…..,uN} which is the user set, and  

Set I = {i1,i2,….,iM} which is the item set. 

In recommender systems, each user rates the set RIu = 
{ui1,ui2,...,uiP}. [19] The user rating u on item i, denoted by ru, 
i, can be expressed in more than one way such as integers, 
expressions, etc. But we prefer to use integer values in the 
range 1 to 5. 

Let u belong to the set U be a user, and 

i belong to the set  I be an item.  

This model predicts the rating rˆu, ,i of the user u on item i 
such that ru and i are unknown. 

This system predicts the rating rˆu, i based on the past 
ratings of the user u on items similar to item i (like content-
based) or the ratings of the other users which are similar to 
the user (collaborative filtering) or both like the hybrid 
model. 

3. RELATED WORK 

This literature discusses the existing systems which focus on 
hybrid models that combine collaborative filtering and 
content-based approaches. 

[5] suggests a method that merges materials of items and 
item-based CF with a clustering approach. The results merge 
the content and its information into CF to resolve the cold 
start trouble. But, this method doesn’t include the user’s 
demography, which is beneficial to improving the 
predictions. 

[6] proposes HYDRA, a hybrid approach that unites the two 
algorithms. The authors have incorporated the ratings along 
with the content information into a federated system. They 
have shown that mixing features of both the items and users 
will produce results with better precision. Nonetheless, the 
authors do not exploit all features, such as the address or 
time of rating. They haven’t explained how their method 
resolved the issue of cold start in their system.  

[7] shows a framework that merges three different 
algorithms: demographic, CF, CB which filters data and 
information from the net such as Web pages and news, and 
other articles required for the model. The model uses HTML 
pages to collect the user’s demographic information. A test 
group of users beta-tested the system. But tests on fewer 
users or items can’t assure better efficiency of the said 
model. Also, there isn’t any clarification regarding the 
making of the framework. 

Wu Yao et al. [16] proposes a unified probabilistic model 
FLAME, which addresses the problem of Personalized Latent 
Aspect Rating Analysis. FLAME stands for Factorized Latent 
Aspect Model. This paper elaborates the advantages of CF 
and aspect-based opinion mining. This combination resolves 
the problem of latent aspect rating. This model sees the 
personalized preferences on different factsor from their 
reviews and foretells the aspect ratings on newer items 
using collective intelligence. In addition, phrase-level 
sentiment analyses are used to excavate the product's 
explicit features and the user's corresponding opinions. 

Kavinkumar et al. [17] created a recommender system that 
uses both kinds of CF. In addition to the hybrid technique, 
the author proposes a framework that includes analysis of 
the feedback provided to improve the model’s efficiency. The 
first feedback is an external one, here the comments are 
assembled from public platforms such as automobile 
websites and social media sites. The next feedback is an  
internal one, which consists of the input from the users who 
are provided with recommendations. The main drawback of 
this Hybrid system is that if technical words occur, then 
recommendation becomes difficult. 

Leung et al. [18] details a rating inference approach which 
includes textual reviews in CF. A relative-frequency-based 
method to decide the what is orientation of the sentiment 
along with opinion word’s strength. Then collect this 
orientation to calculate the user’s average sentiment used. 
Paper resolves the data sparsity issue. 

Kai Zhang et al. [19] author proposed a hybrid approach 
where CB is combined with CF to overcome the sparsity 
issue. The paper focuses on user preference analysis and the 
trip's intent while diversity techniques are used to optimise 
the tour recommendation list. The drawback is that the 
Preference factor model relies more on feature extraction 
techniques to give a better recommendation 

.In addition, all these approaches lead to remarkable growth 
in the training time of the model. [11] proposed a model in 
which the content-based algorithm enhances the existing 
user data, then collaborative filtering is used for the 
prediction of ratings. These algorithms increase the result’s 
accuracy while simultaneously covering up each other’s 
drawbacks    

Related literature on hybrid model is seen in the references. 

4. THE HYBRID MODEL 

The primary task of this model will be to increase the 
precision of the predicted ratings and have improved 
coverage. The rating prediction model will be discussed in 
this section. 
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4.1 Collaborative Filtering approach 

It is a conventionally used recommendation approach. This 
is done by accumulating ratings for items given by the users 
in a particular domain while finding similarities between 
users or entities to produce suggestions. This CF technique 
mainly works by calculating the similarities between the 
profiles of multiple users based on the provided ratings 
which then generates newer suggestions or 
recommendations. The precision has proven to be excellent 
but sensitive to sparse data [20]. For example, there is a list 
of s users and t items. Each user will be able to express their 
opinions about the catalogue of entities. 

 

Fig-1:  CF Procedure 

The given matrix, there is a list of ‘s’ users U = (U1, U2,…, Us) 
in the rows, while the columns represent the items I = (I1, I2, 
It). The user AU‘s rating to item Ij is Ra, j, which suggests the 
user’s interest. 

CF is categorised into the item-based approach and user-
based approach. In item-based, a user will receive 
suggestions of things identical to the ones the user preferred 
in the past. In contradistinction, user-based will see a user 
receiving recommendations of items that users with similar 
tastes liked before. The item-based will first analyse the 
user-item matrix to find k identical items or neighbours that 
are co-rated by distinct users similarly. For a target item, the 
model will generate predictions by taking a weighted 
average of all the active user's item ratings on the neighbour 
items. The item-based approach will be more systematic as it 
can pull off an identical or even accurate performance when 
compared to the user-based approach. Next, we will see the 
different similarity measures in CF. 

 4.2 Content-Based filtering 

This algorithm uses the user profile which is based on items 
seen and rated earlier by the user. This generates 
recommendations based on mapping items identical to the 
ones the user selected in the past. These models have access 
to a unique compendium of keywords which the model uses 
to describe the items. Simultaneously, a profile is created for 
users, which indicates the type of items they prefer. These 
methods are crucial to performing exceptionally in text-

intensive domains and applications with sufficient 
information related to the articles. This level of precision is 
not the desired result as it depends on the quality of 
extracted features. But this methodology requires better 
knowledge and engineering efforts to amass the necessary 
metadata of the items. Furthermore, users' profiles are 
independent of each other. For example, even if two kinds of 
items are frequently selected or preferred together by users, 
the system will never suggest items from a class if the user 
has not rated any items from that category. 

The representation of an item is important in the CB 
approach since this technique might be based on the model. 
Specific attributes such as tags or categories can easily be 
stored in an organised way, so it is easy to determine. On the 
other hand, the unstructured text is a lot more complicated 
as it involves counting words and representing their 
significance. This model can transform a general text into 
structured data.  

4.3 Aspect-based sentiment analysis (ABSA) 

This is a text analysis approach used to categorize data by its 
aspect and identify the sentiment attributed to each. ABSA 
analyses feedbacks of the users or customers by associating 
specific emotions with different aspects of products or 
services. When we say aspects, it is about the characteristics 
of a product or service. For example, consider the following 
phrases: "the user experience of a new product," "the 
response time for a query," "the ease of integration of new 
software." etc. 

 

Fig -2: An example of Aspect-based sentiment analysis 

Here's an analysis of what ABSA will extricate: 

 Sentiments: positive or negative views about a 
specific aspect or factor 

 Aspects: the category, feature, and topic being 
discussed. 

4.4 Prediction of the ratings 

One of the most crucial tasks of any recommendation model 
is prediction of the rating provided. This model obtains the 
rating prediction by combining the previously mentioned 
algorithms. Every algorithm predicts a user's rating u on 
item i which is independent of the others. We should 
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consider all the contributions of each one in the final 
prediction in order to amalgamate all the predictions 
linearly. Suppose the user u have already rated a catelogue of 
items that is similar to the target item I. In that case, the 
content-based algorithm outperforms the other algorithms. 
Similarly, if the user u has a significant number of 
neighbours that have rated the target item i, then CF is 
superior to the others. Finally, in the event of a cold start, 
both algorithms won’t be able to perform well.  

5. RESULTS 

The system is in the form of a web application that includes 
pre-defined and pre-designed tour packages. The packages 
consist of the destination, a brief description of the tour, and 
an itinerary that the user can download and access. The 
admin is responsible for creating and managing tour 
packages. Users have to log in and can see and access the 
packages. The packages also have a facility where the users 
can rate the packages in the form of stars. They also have to 
write a review which tells us what they think and feel about 
the said tour. 

Here the stars represent the ratings: 1 and 2 stars mean less 
favorable, 3 represent slightly optimistic, and 4 and 5 
indicate good ratings. Both the ratings and reviews have to 
be matched to submit the reviews, which means a positive 
review and a negative rating wouldn't be accepted by the 
model. The model employs aspect-based sentiment analysis, 
which stores the ratings and reviews in our SQL database. 
The 1 and 2 stars convey a negative rating while 3 stars give 
a neutral rating. 4 and 5 represent a positive rating. 

Based on the above ratings and reviews and the hybrid 
model, unique recommendations are given using existing 
packages. The ratings and reviews are saved in our database 
and will be displayed on each package. 

 

Fig -3: Ratings and Reviews along with the sentiment 
stored in the database. 

6. CONCLUSION  

This research paper introduces a framework for a more 
efficient hybrid approach. Two algorithms are consolidated 
into the process for rating prediction. 

First, we attributed a confidence measure to each algorithm 
which is evaluated according to the number of ratings 
provided for a particular user or individual. Hence, these 
values are changed dynamically according to the available 
ratings, allowing solving the cold start problem.  

Furthermore, our reports indicate that the suitable 
integration of CF and CB algorithms will improve the model's 
performance in the case of rating prediction and coverage 
precision. 

7. FUTURE WORK AND RESEARCH 

First, we want to test the efficiency of our model on several 
other datasets. Then, we would like to extend beyond the 
existing algorithms to find more efficient methods in this or 
different domains that overcome the limitations while 
improving and enhancing the efficiency and accuracy of the 
current models. 

Another way recommendation systems can advance and 
evolve is through the inclusion of Neural Networks and Deep 
Learning. Research and studies indicate that this would 
resolve the recommendation problems. One of its key 
features is similar to matrix factorization due to its ability to 
derive latent attributes.  

Another feature can be included namely location. Using the 
geological positions of the users to provide recommendations 
based on a particular location for example a place near him. 
With the help of an individual’s exact location, we can provide 
suggestions that are more local and more precise. For tourists 
places and tastes that are near to their location might be a lot 
more interesting. 
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