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Abstract - Ultrasound is one of the diagnostic methods used 
in breast cancer screening. Ultrasound patterns are known 
for being low-cost and non-invasive. The multiplicative 
speckle noise is a significant disadvantage of 
ultrasonography. Speckle noise reduces the usefulness of 
Breast Ultra Sound (BUS) images, lowering the test's 
efficiency. This research presents a new framework for 
reducing speckle noise and enhancing performance. The Non-
Local Means (NLM) filter is used to minimize speckle noise, 
and then morphological techniques are used to enhance the 
noise-reduced BUS images. When tested on real BUS images, 
the model obtains a Peak Signal to Noise Ratio (PSNR) of 60 - 
80 dB. 

Key words: Speckle noise, Breast Ultra Sound (BUS) 
images, ultrasonography, Non-Local Means (NLM) filter, 
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1.INTRODUCTION  

Image analysis entails extracting essential details with the 
least amount of human interaction possible [1-3]. The 
function of medical imaging systems in image processing 
entails the use of semi-automated and fully automated 
algorithms for fast and accurate image analysis [4]. For the 
diagnosis of human diseases and ailments, such as tumor 
detection, a wide range of imaging modalities can be used. 
These gadgets are made to take images of human inside 
organs in a non-invasive manner. The ultrasound scan, 
often known as a sonogram, is one such instrument used 
for this purpose. It works by transmitting high-frequency 
sound waves via a bodily part's tissues. It features 
transducers that allow it to receive sound waves, which are 
then translated to electric impulses, allowing internal 
structural images to be displayed on a computer screen [5-
6]. 

 Machine learning, medical image classification methods, 
and pattern recognition methods must all be integrated into 
a multidisciplinary technology. To solve the obstacles 

connected with detecting and classifying gynecological 
disorders, this technology must be pursued in partnership 
with domain specialists. Because lifetime training helps 
professionals acquire a plethora of information, computer-
based tools cannot replace human expertise. The hybrid 
technique is the most successful strategy for abnormality 
identification, and it can also improve patient care and 
management [7-9]. When creating a computer-based tool, 
it's critical to keep in mind why it's being created. This tool 
must either be created with features that aid decision-
making, or it must be designed as standard software that 
facilitates the automatic extraction of features required by 
domain experts [10,11]. To create an intelligent decision 
support system model that can segment and identify the 
risks of malignant breast cancer early on, first identify the 
limits of existing approaches and try to mitigate their 
impacts. Ultrasound image restrictions can be divided into 
three categories. One of the key restrictions that can hinder 
segmentation and feature extraction is speckle noise. By 
raising false instances and lowering the clarity of the 
Region of Interest (RoI) edge, speckle noise reduces 
segmentation accuracy. Speckle noise has resulted in 
ambiguous ROI texture information, which can't be utilized 
to detect malignancy threats. As a result, creating or 
employing a suitable filter can help reduce speckle noise, 
making the work of segmentation and feature extraction 
much easier. Second, the artifact created by the machine 
can make segmentation challenging. Finally, powerful traits 
in determining the risk of malignancy may be difficult to 
come by. As a result, a model has been suggested that can 
be used to: 

1. Reduce speckle noise with the help of Non-Local 
Means (NLM) filter. 
 

2. Enhance the speckle noise-reduced images by 
applying various morphological treatments. 

Before images are used in model training and inference, 
image preprocessing steps are required to format them. It 
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prepares the visual data for model input by cleaning it. It 
also cuts down on model training time and speeds up model 
inference. If the input images are very huge, shrinking them 
will considerably reduce model training time without 
compromising model performance. 

2. Related Work 

Various classical filters are used in all current works for 
BUS preprocessing. Deep learning was used for a portion of 
the study. 

The median filter is a nonlinear denoising filter that is often 
used to remove noise from images[12]. Because of its 
efficacy and precision, it is the most widely utilized 
approach. 

                                            

 
(1) 

From Equation 1, A(x) and B(x) are the original image and 
the noisy image respectively. 
 

The adaptive median filter is applied to a 
rectangular area Sxy. During the filtering operation, it 
modifies the size of Sxy depending on the conditions given 
below. The median value in the 3-by-3 neighborhood 
around the corresponding pixel in the input images is 
stored in each output pixel. The images' edges, on the other 
hand, are replaced with zeros [13]. The filter's output is a 
single value that replaces the current pixel value at (x, y), 
where S is currently centered. 

The average value of the intensities in each pixel's 
neighbourhood is substituted for each pixel using the mean 
filter [14]. In terms of mean square error, it has the effect of 
blurring and smoothing the image and is the best choice for 
additive Gaussian noise. The basic mean filter does not 
work in this situation because a speckled image is a 
multiplicative model with non-Gaussian noise [15]. 

The adaptive mean filters [14] have been 
developed to establish a balance between straightforward 
averaging in homogenous regions and all-pass filtering 
where there are edges in order to reduce the blurring effect. 
They locally adjust to the image's characteristics and 
remove speckles from particular areas of the image. They 
efficiently identify and maintain edges and features by 
using local image statistics including mean, variance, and 
spatial correlation. By substituting a local mean value there, 
the speckle noise is eliminated. In comparison to mean 
filters, adaptive mean filters function better and typically 
lessen speckles while maintaining edges. 

In order to create a uniform histogram, the 
histogram equalisation technique relates to redistributing 
the grey levels. In this instance, the integral of the image's 
histogram is used to replace each pixel [16]. Histogram 
equalisation is a technique for adjusting contrast in image 
processing that makes use of the histogram of the image. 
The intensities on the histogram can be more evenly spread 
by making this adjustment. This makes it possible to 
improve contrast in places with lower local contrast. By 
effectively distributing the most frequent intensity values, 
histogram equalisation achieves this. The technique works 
well in pictures where the foreground and background are 
both dark or both bright. 

Local contrast enhancement and histogram 
modification are processed in two stages by the Histogram 
Modified Local Contrast Enhancement (HM-LCE) approach 
[17]. The capability of this contrast boosting methodology 
has been significantly increased to the expected level, and 
this histogram adjusted LCE technique offers better image 
contrast boosting in terms of both subjective and objective 
quality. 

The Contrast Limited Adaptive Histogram 
Equalization (CLAHE) technique, a specific case of the 
histogram equalisation technique that adapts to the image 
to be enhanced [18] , is used during the contrast 
enhancement phase. The CLAHE approach was initially 
created for medical imaging and aims to lessen the noise 
and edge shadowing effect caused in homogeneous areas. 

For images that have been harmed by blur and 
additive noise, the Wiener filter is the Mean Squared Error 
(MSE) -best stationary linear filter. The signal and noise 
processes must be assumed to be second-order stationary 
in order to calculate the Wiener filter. 

3. Methodology 

The suggested framework is depicted in Fig. 1 and 
comprises of two preprocessing methods, one for the 
improvement of images and the other for the elimination of 
speckle noise in BUS images. The technique mostly consists 
of two phases: 

1. Speckle noise reduction using Non-Local 
Means filter. 
 

2. Image enhancement through the application of 
several morphological processes. 

Because pixel values can range from 0 to 256, the image 
must be normalised. A color code is represented by each 
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digit. The computation of large numeric values may become 
more difficult when using the image as-is for additional 
processing. We can normalise the data to fall between 0 and 
1 to lessen this. 

The quality of images is lowered by speckle noise, a 
granular noise that is present in all images by nature. 
Spatial correlated multiplicative noise is used to mimic 
speckle noise[19]. At every level of the acquisition process, 
noise is added. 

A crucial preprocessing step for the extraction of 
characteristics, analysis, and recognition from 
measurements of medical ultrasound images is speckle 
reduction. Since they eliminate the high frequencies and so 
tend to smooth off the edges of the image, commonly used 
linear low-pass filters, such the mean filters, are not ideal 
for reducing the speckle noise of ultrasound images. 

 

Fig – 1 : Proposed Method 

Speckle impairs the clarity of ultrasound images 
and lessens a human observer's capacity to distinguish 
between minute details during a diagnostic examination. 

Equation 2 provides the gamma distribution-
following speckle noise as 

     
     

 
 ⁄

        
 

 

(2) 

where the variance is  2α and g is the gray level. One of the 
spatial domain filters is the non-local means filter. In Non-
local means filtering, a single pixel is reconstructed by 
averaging every observed pixel. A proposed the non-local 
means algorithm for noise removal by Buades et al. 
[20][21]. Given a discrete noisy image v =                 , the 
estimated value NL[v](i), for a pixel i  is computed as a 
weighted average of all the pixels in the image and is stated 
as in Equation 3 as 

           ∑           
   

 

 

(3) 

where the weights { w(i,j) }j depend on the similarity 
between the pixels i and j, and the conditions 0 ≤ w(i,j ) ≤ 1 
and  ∑             are satisfied. 

Two pixels i and j are similar if the intensity gray 
level vectors v(Ni) and v(Nj) are similar, where Nk denotes a 
square  neighborhood of fixed size and centered at a pixel k. 
This similarity is measured as a decreasing function of the 

weighted Euclidean distance ‖    ̇   (  ̇)‖   

 
  where a > 

0 is the standard deviation of Gaussian kernel. When used 
in noisy neighbourhoods, the Euclidean distance raises the 
equality shown by Equation 4 as 

E ‖    ̇   (  ̇)‖   

 
 = ‖    ̇   (  ̇)‖   

 
       (4) 

  

The weights are defined as 

         
 

    
 

‖       (  )‖   

 

   where Z(i) is the normalizing 

constant 

     ∑  

 

‖       (  )‖   

 

  
 

and the parameter h acts as a degree of filtering. It 
regulates the exponential function's decay, and as a result, 
weights' decline as a function of Euclidean distances. This 
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technique has the advantage of maintaining image details 
while denoising. 

The next stage, a morphological process for image 
improvement, receives the speckle noise reduced BUS 
image. The mathematical morphology method uses an 
object's structural advantages. These methods abstract the 
components of an image and employ relationships between 
classes to describe the form of zones. They rely on 
mathematical ideas. The input for morphological operators 
is two sets of data, and they are non-linear. The original 
image is included in the main set, while the final one labels 
the structural component known as the mask. The mask 
will be a matrix of zeros and ones, whereas the original 
image is in the form of a binary or grey level. A new value 
for each and every pixel is obtained by sliding the mask on 
the original image after applying the final image to the 
morphological operators. Each mask's value one denotes 
efficacy, while its value zero denotes final image 
competencies. A mask can be created using the modified 
formats. 

If S(p,q) and T(k,l) represents the gray-level image and the 
structural element matrices respectively, erosion and 
dilation operators are defined [22]  as stated by Equations 
(5) and (6): 

The erosion operator reduces the size of the 
objects but enlarges the holes in the image and removes the 
fine detail of that image. The finished image seems darker 
than the original image after bright regions below the mask 
are removed. The dilation operator performs in reverse, 
enlarging and contracting the size of image objects and 
holes. The closing operator performs in reverse as Equation 
8, whereas the opening operator corresponds to the 
presentation of the erosion and dilation operations on the 
same image as Equation 7. 

3.1 Data collection 

The Breast Ultrasound Images Dataset from Kaggle 
is used for the experiment [23]. Breast ultrasound scans of 
women between the ages of 25 and 75 are part of the 
baseline data collection. This information was gathered in 
2018. There are 600 female patients in all. With an average 
image size of 500x500 pixels, the collection comprises of 
780 images. The majority of ultrasound (US) images are 
grayscale. At Baheya Hospital, they were gathered and kept 
in a DICOM format. The images were gathered and 
annotated over the course of about a year. The US dataset is 
divided into three categories: benign, malignant, and 
normal. 

1100 images have been gathered up until that 
point. The dataset's number of images was halved to 780 
images after preprocessing. The original images have 
insignificant information that cannot be categorised in bulk. 
Additionally, they could have an impact on the training 
process' output results. The LOGIQ E9 ultrasound system 
and the LOGIQ E9 Agile ultrasound system are the tools 
utilised in the scanning procedure. These tools are typically 
employed in high-quality imaging for applications in 
radiology, cardiology, and vascular care. They generate 
images with a 1280x1024 resolution. The ML6-15-D Matrix 
linear probe has 1e5 MHz transducers. PNG files make up 
the images. 

4. Implementation 

 We compared the suggested method to different 
preprocessing methods in order to validate it. By employing 
multiple filtering approaches, the preprocessing technique 
used in this study effort reduces unnecessary noise and 
improves the image quality. This study employs a variety of 
image filtering algorithms, including Wiener, Mean, Median, 
Bilateral, Anisotropic Diffusion, Non-Local Means and Total 
Variation. The findings are studied and compared to a 
standard noise pattern, as well as rated in terms of quality. 
The goal of this study is to focus on selecting the proper 

filtering algorithms and reducing noise by taking into 
account the type of breast ultrasound images. The used 
preprocessing strategy not only saves time, but it also 
compares the seven types of filters and looks for the best 

pixel result using the Non-Local Means filter. 

The approach was written in Python and tested on 
the Google Colab environment to speed up the process. A 
comparison of various filters for speckle noise reduction is 
carried out. The easiest way to compare preprocessing 
algorithms honestly is to set a benchmark and evaluate 
them using a widely accepted criterion. Unfortunately, 
there is very little published research in the field of medical 
image segmentation that compares different methods fairly. 

                              

 
(5) 

       
   

                    (6) 

 

            (7) 

            (8) 
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Even if a method can generate promising results using its 
own database, it's difficult to say how good it is without 
peer comparison. As a result, we statistically assess the 
outcomes using numerous metrics (MSE, PSNR,SSIM,AMBE 
and SAM in this case), which quantify performance across 
multiple dimensions. 

5. Results and Analysis 

 The method's implementation is tested on ten 
random BUS images. Various denoising filters were used, 
including Wiener filter without Fast Fourier Transform 
(FFT), Wiener with FFT, Mean filter, Median filter, Bilateral 
filter, Anisotropic Diffusion filter and Total Variation filter 
with the outcome indicating that the proposed method for 
speckle noise reduction outperforms all others. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

 

(g) 

 

(h) 

 

(i) 

Fig 2.(a) Original 
BUS image 

(d) Mean Filter 

(g) Anisotropic 
Diffusion Filter 

(b) Wiener Filter 
without FFT 

(e) Median Filter 

(h) TV Filter 

 

(c) Wiener Filter 
with FFT 

(f) Bilateral Filter 

(i) NLM Filter 

 

The original BUS image is displayed in Figure 2(a). 
The output of a Wiener Filter without FFT is shown in 
Figure 2(b), which uses a 3x3 kernel. The result of applying 
the Wiener filter with FFT is shown in Figure 2(c). After 

applying Mean Filter, the result is shown in Figure 2(d). The 
outcome of the Median Filter is shown in Fig 2(e). Figure 
2(f) depicts the outcome of using the Bilateral filter, while 
Figure 2(g) depicts the result of using the Anisotropic 
Diffusion filter, Figure 2(h) portraits the result of Total 
Variation filter and Figure 2(i) shows the result of NLM 
filter. 

 The performance of several denoising filters is compared 
in Chart 1, and it is obvious from the graph plot that the 
NLM filter outperforms all others. 

  

Chart 1: PSNR comparison of various denoising filters 

5.1 Performance Metrics 

One of the most essential criterion for denoising 
filters is the determination of performance metrics for 
image preprocessing algorithms. There are a variety of 
performance metrics that may be used to evaluate the 
effectiveness of a noise removal method; in this study, 
metrics including Mean Square Error (MSE), Peak Signal to 
Noise Ratio (PSNR), and Structural Similarity Index (SSIM) 
are employed. 

(i) Mean Square Error 

The Mean Square Error (MSE) is a popular performance 
indicator for determining image quality. It simply considers 
the difference between the pixel value and the deformed 
image, not the pixels in the surrounding area. 

 

  
∑ ∑                 

 

   

 

   

 (9) 

MN is the image dimension, where I(x,y) is the original 
picture and I'(x,y) is the distorted image, according to 
Equation (9). The highest MSE number is 255, which 
indicates that the image is of very poor quality, while the 
lowest MSE value shows that the image is of great quality. 
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Table 1: Comparative analysis of various denoising filters for the 
BUS Images (measure: MSE) 

(ii) Peak Signal to Noise Ratio 

The peak signal to noise ratio (PSNR) is a decibel-based 
ratio that compares the maximum signal power to the 
maximum noise power. 

          log 10 (MAX i) -10.log10 (MSE) 

 

(10) 

From Equation (10), MAXi is the possible number of pixel 
value. The comparison study using PSNR is shown in Table 
2. 

 

Table 2: Comparative analysis of various denoising filters 
for the BUS Images (measure: PSNR) 

(ii) Structural Similarity Index 

The Structure Similarity Indicator (SSIM) is a quality 
assessment index that is based on the computation of three 
terms: brightness, contrast, and structural. As seen in 
Equation(11), the overall index is a multiplicative 
combination of the three terms, 

SSIM(x,y) = [ l(x,y) ]α  . [ c(x,y) ]β . [ s(x,y) ]γ 

 

(11) 

 

Table 3: Comparative analysis of various denoising filters 
for the BUS Images (measure: SSIM) 

Table 3 shows the comparative analysis based on Structural 
Similarity Index (SSIM). 

(iii) Absolute Mean Brightness Error (AMBE) 

To judge the performance in keeping the original 
brightness, an objective measurement is proposed. The 
absolute difference between the input and output image's 
mean AMBE = E(X)-E(Y) is referred to as absolute mean 
brightness error (AMBE) and is defined as the absolute 
difference between the input and output image's mean. The 
input and output images are denoted by X and Y, 
respectively. A lower AMBE suggests that the brightness 
has been kept more effectively [24]. Table 4 shows the 
comparative analysis based on Absolute Mean Brightness 
Error (AMBE). 

 

Table 4: Comparative analysis of various denoising filters 
for the BUS Images (measure: AMBE) 

(iv) Spectral Angle Mapper( SAM) 

SAM calculates a spectral angle between two spectral 
vectors with the same origin to resolve spectral similarity. 
Equation (12) is used to calculate the length of a spectrum 
vector Lρ 

Lρ = 
√∑      

 
   

 
 

(12) 

The comparison analysis based on Mean Squared Error 
(MSE) is shown in Table 1.  

Where l(x,y) , c(x,y) and s(x,y) represents the luminanace, 
contrast and structural terms.
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The spectral angle (θ) is calculated as in Equation (13): 
 

θ =      (
∑     

 
 

   

     ) 

(13) 

where Lρ is the length of the endmember vector [25] and  
    is the length of the modeled spectrum vector calculated 
using Equation. (12) 

The error metric for SAM is the spectral angle. A modelled 
spectrum is categorised as belonging to the endmember 
class if its spectral angle is less than a user-defined 
threshold. 

 

Table 5: Comparative analysis of various denoising filters 
for the BUS Images (measure: SAM) 

Table 5 shows the comparative analysis based on Spectral 
Angle Mapper( SAM). 

5.2 Morphological Operations 

The speckle denoised image of BUS is provided as 
input to various morphological processes for contast 
augmentation in the second phase. Image components that 
are important in the representation and description of 
region form are extracted using morphological techniques. 
Morphological operations are a set of basic tasks that are 
reliant on the geometry of the image. It's usually done with 
binary images. It requires two data sources, one of which is 
the input image and the other of which is the structuring 
component. Morphological operators use two inputs: an 
image and a structural component, which are subsequently 
combined using set operators. The items in the input image 
are processed based on the structuring component's 
encoded properties of the image's shape. 

Opening is comparable to erosion in that it 
removes bright foreground pixels from the margins of 
foreground pixels regions. The operator's effect is to 
protect foreground pixels that are identical to the 
structuring component, or that can completely encapsulate 

the structuring component while removing all other 
foreground pixels. An image's internal noise is removed 
using the opening technique. The first step in the opening 
process is erosion, followed by dilation. 

 

(a) 

 

(b) 

(c) 

 

(d) 

       

 

Fig 3.(a) NLM 
denoised BUS 
image 

and Binarized 
image 

(d) Dilation         
operation 

 

(b) Multi  
eroded image 

(c)  Opening 
operation 

The NLM denoised image and its associated 
binarized image are shown in Figure 3(a). Figure 3(b) 
depicts the outcome of repeated erosion operations. The 
majority of superfluous artefacts and artefacts are eroded 
with successive erosion. 

The result of the opening procedure, followed by 
erosion, is shown in Figure 3 (c). The remaining noise was 
removed using the opening procedure while the image's 
essential feature was preserved. 

The size and shape of the artifacts have shrunk as a result 
of the successive erosion. Apply consecutive dilation with 
the same number of times erosion is applied to roughly 
recover their size. Furthermore, the same structuring 
element is used to ensure that the contour of the features is 
restored as closely as feasible to the original. The result of 
the dilation procedure is shown in Figure 3(d). 
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6. Conclusion 

 In this paper, we look into Breast Ultrasound image 
preprocessing and suggest a new framework for it. Two 
processes make up the proposed preprocessing method: 
speckle noise reduction and contrast enhancement. Many 
alternative speckle reduction strategies are investigated, 
and one is used as a preprocessing step in this study. The 
suggested method outperforms previous BUS image 
preprocessing methods utilising the same database, 
proving its superiority. Various performance measures are 
also investigated.  

The following are some of the benefits of the proposed 
method: 

1. It is entirely automated. 

2. It also works nicely with low-contrast BUS images. 

3. It outperforms other classic denoising filters and other 
picture enhancement approaches in terms of accuracy. 

4. The proposed method takes roughly 20 seconds to 
analyse. 

5. The proposed approach is quite stable. 

7. Future Scope 

The PSNR values of some BUS images were less 
than 50dB, which is a shortcoming of the suggested 
approach. This issue will be investigated more in the future. 
Another potential approach is to apply this technology to 
other applications like echocardiography and prostate 
ultrasonography, among others. Because this method is 
based on ultrasound imaging properties, it should be 
simple to adapt to various ultrasound images. The approach 
will also be used to segment and classify BUS images into 
normal, benign and malignant categories in the future. 
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