
                    International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 09 Issue: 06 | June 2022              www.irjet.net                                                                        p-ISSN: 2395-0072 

  

© 2022, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 2335 
 

 

Motion capture for Animation 

Naman Luniya1, Rishav2, Ronak Jain3 

1,2,3 Department of Computer Science Engineering, MIT School of Engineering, MIT-ADT University, Pune, Maharashtra, 

INDIA 

------------------------------------------------------------------------***--------------------------------------------------------------------

Abstract 

 
Artificial intelligence and machine learning are becoming increasingly popular. In the realm of performance capture for the 
entertainment sector, we are investigating the use of artificial intelligence and machine learning. The present methods are 
generally prohibitively expensive for the general public. We are concentrating on using artificial intelligence and external 
software (such as Unity) together to create amazing motion capture outcomes. This will lower the cost of inputs while also 
increasing innovation. 
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1. Introduction 

The expansion of technological impact in the entertainment sector has shown to be effective. Motion Capture (MoCap) is the 
process of using cameras and specifically built suits to capture the movement of objects or people. Its impact on the 
entertainment business has been significant. Motion capture has been popular in movies and video games since the 1970s. In 
comparison to previous procedures, it has been complimented for its reduced latency, replication of complex moves, and data 
production. The demand for specific software and hardware, as well as the expense of relevant inputs, has been widely 
criticized. The goal of this project is to drastically lower the cost of MoCap. The app eliminates the need for sophisticated 
lenses and motion capture suits. With the help of Python's 

OpenCV, scripting and Unity, we were able to complete the job. 

The user uploads video to the app, which is then pre-processed with OpenCV & Unity, which aids in the creation of animated 
clips of the user. These procedures demonstrate the capacity to capture performance in a coherent way. 

2. Literature Survey 

There has been work conducted in the field of face detection & its recognition along with development of mocap suits for 
better performance capture. The previous works have been focused on for better detection and capturing of coordinates. The 
prominent methods for face detection in this field are Eigen face detection, ADABOOST algorithm, Convex hull algorithm and 
Voila & Jones face detection. The development in capturing of coordinates will help to create animations easier than to follow 
the tedious & expensive method of mocap suits. 

The process of face detection is done using a single algorithm or with a combination of algorithms. Eigen Face detection is used 
with a combination of other algorithms[2]. It lacks in performance in comparison with the Haar Cascade classifier. The Haar 
cascade classifier is the most efficient in terms of face detection and recognition [2,4].The downside being its sensitivity to the 
background. The ADABOOST algorithm is efficient in capturing coordinates for the detection, especially for hand and fingers 
[4]. It has shown better speed and accuracy with a drawback for longer training periods[4,13]. 

Motion capture has been prominently done using the motion capture suits. The suits are expensive for the general populace [8]. 
The work-faced issues related to capturing of limbs, legs & coordinates. Studies conducted on its cost effectiveness along with 
maintaining its standard still lack solidity. Thus, there is a need to find alternate pathways for motion capturing. 
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Our intention is to develop an motion capturing application which captures the body and its coordinates, then, with the use of 
an external software such as Unity or Blender produces an animated result which is as good as the Mocap suits. The use of 
Python & C# for its OpenCV library and its easy collaboration with the Unity scripting plugin will ease our task. 

 
Figure 1: System Architecture The figure illustrates a proposed system of motion capture of a human using a combination of 

hardware and software components. 

3. Proposed System 

A. System Architecture 
 
For motion capture, it makes use of deep learning libraries. When the user first launches the app, they will be requested to 
upload a recorded video. Thereafter, pose detection will begin tracing the body's posture based on the video they provided. 
This will map to various body parts and collect angles between joints, as well as check for points in the video feed and attempt 
to capture different points and turn them into spheres. While this is happening, a person's face marks and distinct spots on 
their face will be captured and applied to a virtual character. 

This will provide users with a unique experience, making it a fascinating great option and assist the entertainment business. 
Since it contains numerous character contents, the gaming business is the perfect application case for this. 

B. Activity Diagram: 

An activity diagram is a behavioral diagram that depicts the behavior of a system. An activity figure illustrates the system 
behavior from inception to delivery, emphasizing the different evaluation paths that exist during the activity. 

 

Figure 4: Activity Diagram 
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The proposed system first recognizes the body in an input image or the video, then the model extracts image/video 
coordinates. The Unity software helps to create a model using basic scripting of python & C#. The external programme allows 
us to generate an animated rendition of our model, which is efficient enough in comparison to MoCap suits. 

5. Results & Discussions 

The scripting enables the model's MoCap rendering to be developed without the use of an expensive suit or several lenses. The 
pre recorded video is first uploaded in python script which locates the 33 points of the body and stores them into the text file. 

The text file in which the landmarks are located is copied to Unity where C# script is used to get 33 different spheres in those 
landmarks that combine together to form a human skeleton which will run according to different landmarksproduced from a 
python file, these spheres sync with the landmarks and a video of the human skeleton is produced. 
The test findings are represented in the diagrams below. 

 

Figure 5.1: Coordinates extraction 

 

Figure 5.2: Coordinates Extraction 

6. Conclusion 

Motion capture is a technology which has been in use for a long time, but in terms of performance, animation is still in its 
infancy. 

Even though improved tools for working with data are now available, technical competence is still required. People are 
increasingly employing motion capture on a regular basis as a result of the increase of performance capture initiatives. It was 
difficult to include all components of motion capture in a single essay, particularly the software-related ones. In the computer 
animation industry, motion capture has been pricey, but it is now universally recognized as a valuable weapon in the visual 
effects armory, and it will continue to be for a long time. 
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