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Abstract: In the evolutionary world of technology, Deep learning has been skillfully employed to resolve different kinds 
of high ranging problems which human cannot resolve. However Deeplearning have also been applied to generate fake 
content which can challenge national democracy, privacy, security threats etc. One of those deep learning impowered 
approach is “DeepFake”. DeepFake technique can generate fake images and videos that humans cannot make difference 
between forged and real media. This may lead to threatening to world security as well as privacy. The malicious use of this 
technique exceeding than positive use day by day. To prevent and control this threat various researches worked to detect 
it for resolving the problem.  

 In this survey paper, we are going to see manipulation techniques, types of DeepFake creation and detection with 
reference to previous work on DeepFakes.     

  I.  INTRODUCTION  

By using digital manipulation technique Fake images and videos which include facial data bring about specifically by 
DeepFake techniques. The word DeepFake refers to Deep Learning and Fake. Deepfake is a method in which the fake 
images or videos can be created by switching the faces of a person to the face of another person. Deepfake images can be 
created by using easy to handle and imposing tools like GAN (Generative Adversial Network). To handle the public belief 
many unrealistic things like fake news, celebrity videos swapped faces images can be created by using DeepFake method 
[1],[2].  

In 2017, the first deepfake video was created by switching the face of a well-known person to the porn actor. For 
misreporting purpose, videos of famous leader speeches were created and this was frightening to the world reliability. 
Some DeepFakes are not very laborious to detect as they are created for the entertaining purpose. Nevertheless, finding 
the digital cohesion is tough if the Deepfake image or video includes ordinary or a common person.  

Research area is enormously increasing, for the detection of DeepFaake images and videos. Searching out the facts in 
digital field, it is more and more condemnatory. This fake detection is carried out by some international projects like 
DARPA (Defense Advanced Research Project Agency) which supported MediFor (Media Forensics). Also, NIST (National 
Institute of Standards and Technology) started Media Forensics Challenge (MFC18).  For the Deepfake ease, Facebook has 
been operating on  

detecting models and their attempts are accelerating the detection and verification. Lately, Facebook undertaken the 
DeepFake Detection Challenge (DFDC) COLLABORATED with Microsoft and high geared AI model in challenge could detect 
artificial videos with 82.56% accuracy. [3]  

II.  DeepFake Manipulation Techniques  

Depending upon the level of the manipulation, the facial manipulations can be classified into four categories: namely,  

1]  Entire Face Synthesis 2] Identity Swap 3] Attribute Manipulation 4] Expression Swap  

1. Entire Face Synthesis:  

By using a significant Deep learning technique i.e., GAN; this technique by T. Karras et al. generates completely unreal face 
images. Recently StyleGAN generated an excellent face image with advanced reality.[7]  

2. Identity Swap:  

The perspective of this identity swap is carried out with the help of two different methods:  i) FaceSwap ii) DeepFake. In 
this type of manipulation, the face of a source person in video is swapped with the face of target person.  
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3. Attribute Manipulation:  
 

For this manipulation StarGAN is used by Y. Choi et al [9]. This technique is carried out by E. Gonzalez et al [8]. for 
changing the features of face like hair or skin color, gender of a person, adding or removing glasses, etc., This method of 
manipulation is also known as face modifying technique.  

4. Expression Swap: Generally, this technique is focuses on Face2Face and Neural Textures by J. Thies et al [10]. In 
this type of manipulation expressions are modified, i.e., expression of a source face swapped with the expression of target 
face. [11]  

 

   Fig1: example of Entire face synthesis from http://www.whichfaceisreal.com/ and fake images from 
https://thispersondoesnotexist.com., Attribute manipulationreal images are extracted from 
http://www.whichfaceisreal.com/ and fake images are generated using FaceApp, identity swap, face images are extracted 
from Celeb-DF database, Expression Swap images are extracted from FaceForensics++.  
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III.  Generation of DeepFakes  

Day by day, number of techniques are introduced for manipulate perceptible denotations. Most of the users are having 
different computer abilities and high quality of amended videos cause DeepFake have eventually favored. For generating 
fake content most usual procedures are appending, detaching or eliminating items from an image are widely in use.   

 

Fig2: Image and Video Manipulation. [1]. 

To increase the reasonable content in perceptible aspect Operations like, splicing, copy-move, inpainting [Splicing: putting 
a new object by reprinting it through another image. Copy-move:  

Reprinting an object from same image. Inpainting: to complete an image missing data or information is filled.] can be done 
by various DeepFake tools which are extensively in use.  

Deep learning-based approaches (like GAN) [12-14] are popular for its effectiveness of serving complicated and high-
spatial information.  A deep network called auto encoder decoder is the suitable alternative of deep learning which is 
extensively useable for spatial declining and image contraction. This method of generating DeepFake was first used by 
Reddit with FakeApp where encoder- decoder pair was applied [15], [16]. In this method, an encoder is designed for 
reducing image outline and decoder is designed for regeneration of face image. For switching the source face with the 
target face, two pairs encoder-decoder is needed. Each pair of encoder-decoder is used to instruct an image set. The spatial 
characteristics of encoder are aggregated within two pairs of networks.  

 In short, auto encoder and GAN by H. Haung et al [17]. accepted to update the powerful explanation unusually for face 
manipulation while an excellent level of realistic image has been attained.   

E.Zakharov et al [20]. introduced image tampering can be attained with the help of sketch or T. Park et al [21]. a text 
description. For the manipulation of an image StyleGAN accepted to modify the painting style, swapping of apples and 
oranges by P.Isola et al [22]. For expression modification swapping faces many methods are launched by Y. Choi, et al [23]. 
C. Chan et al [24]. newly launched methods are subject to the motion transformation from source person to target person.  
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Fig3: Encoder- Decoder pair. To create deepfake 2 pairs of encoder and decoder are used. In first pair original faces are 
encoded and in second pair Face of A is decoded with face of B. [3] 

 IV.  Detection of DeepFakes  

Nowadays, a threat of generating tampered media using DeepFake tools become a critical question. Unusually, non-
professional individuals can also easily generate fake videos as enough information is obtained from internet. With 
DeepFake tools, non-existing faces can be created by using GAN technique and tampering of faces in video clips line up for 
modifying specifications. As soon as this threat of DeepFake came into picture detecting DeepFake methods have been 
launched. The forged video synthesis action was acquired by natural attributes known as handcrafted features which were 
derived from traces and differences in untimely experiments. For detection of forged images and videos different methods 
are used which are as follows:   

 A. Detection of Forged Image  

The faces from images can be swapped by using the set of data from the abundance. In video fusion, face swapping has 
more proposals like conversion into pictures and unusually in security purposes which leads to fascinate.  

The Deep-learning approaches like CNN and GAN are used for swapping faces, this technique has made face swapping 
farther difficult to verify. Zang et al [25]. adapted the bag of word s to cite a set of attributes and provided it into a variety 
of classifiers like SVM, Random Forest (RF) AND Multilayer Perceptron (MLP) for distinguishing between forged faces 
from the real.  

The DeepFakes which are generated by using GAN technique are more complicated and not easy to verify as they are 
genuine or forged. X. Xuan et al [26]. replaced another approach in which pre- and post-processing functions are useable 
for expansion of information and to enhance the portability.  

The performance exhibits as CNN-created images distributes some conventional defects which permits one to artifacts its 
nature even over concealed structure, details and methods for training. In inconsistent right plane, CNN which includes 
universal image consistency data which exhibits positive conception work application that is another explanation Z.Liu et 
al [27].  
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Fig4: Eyes color is different (top), Teeth are abruptly shaped. [1] 

B. Detection of Forged Videos  

The fame information is powerfully derogated after video compression hence utmost image detection techniques cannot 
be applicable for video. Some of the methods are designed only for    motionless frames and video frames have sensual 
attributes and these are different among frame sets. Actually, the fake faces which are created with CGI and deep learning 
tools are not much distinct hence, they both are deficient in distinctive appearances which are characteristics of human 
faces captured by genuine cameras.  

D.-T. Dang-Nguyen et al [28] work’s detection counts dimensional transitory distortion of a 3D model which applies for 
faces. Specially, real faces are complicated and have different dimensional directions and this encourages more concern of 
3D model. There are two methods to detect manipulated videos which are as: detection using sequential attributes 
through frames and method such that investigates into frames using Deep learning.  

1. Sequential attribute along video frames:  

Manipulating the utilization of spatio-sequential attributes of video series to expose deepfakes. Sabir et al [28]. reviewed 
that sequential reasoning is not imposed efficiently in the emulsion procedure of deepfakes.  

By using some distinct visual artifacts, deepfakes leverages in video can be described. These types of fakes can be seen in 
the eyes and teeth. For example, missing or depicted as white spot in eye or abruptly shaped teeth which can be seen as 
white spots as shown in fig. (4). This was observed by F. Matern et al [30].  

Y. Li, et al [ 31]. introduced a system which is depends on blinking of eye and has a distinct rate and time period in persons 
which is not emulated in forged videos. Some other methods are depended on deformation fragments [32], countenance 
feature position [33] or head posture unreliability [34].   

In [32], to match the source face in video more deformed fragmentations are needed as deepfake techniques can only 
created finite closure images. CNN works on face section and its adjacent region.  Nevertheless, deformation permits 
unusual clones which are detected by CNN.   

In [33], GAN based system can create high quality of realistic faces and with lots facts but only deficient an exact discipline 
over areas of some parts of face. Because of this area of facial section, such as eyes, mouth and nose can be employed as the 
discriminative features for detecting the genuineness of the GAN images.   

The main expediency of this technique is that the visual artifacts are not strained by resizing and compression. Also, some 
fake media can be identified by means of handcrafted solutions which incorporate declined risk.  
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2. Detection of Video frames using Deep learning   

To detect deepfake videos the methods using sequential attributes along frames are depend on deep recurrent network 
models. Generally, video frames are defragmented and evaluates inside a single frame to achieve discriminant attributes. 
These attributes are then allocated to deep or shallow classifiers to distinguish between fake and realistic videos.  

 In general, deepfake videos are generated with finite closure, which need similar face deformation to achieve the parallel 
pattern of real faces. In [35], two elementary surveying has four levels of pooling and convolutions and then developed by 
robust system with one latent layer. The second surveying is alternatively derived from a different outset that has 
extended convolutions.  

  V.  Conclusion  

Ongoing achievements of digital leverages, especially DeepFakes this survey deals with the manipulation type, methods to 
generate DeepFakes and detect DeepFake images and videos separately.   

Generally, most of the manipulating faces can be detect and controlled easily as they may be generated with CGI. In fact, 
the fake media generated using deep learning tools then detection task might be difficult. However, this scenario can be 
changed with the help of continuously improving detection techniques.  

 To provide robust tool, alternative for traditional image/video detectors, Tursman et al. introduced a real time system 
[36]. Such achievement can further defend media denotations from harm.  
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